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Abstract
A sequence of magnetized target fusion devices built by General Fusion has compressed
magnetically confined deuterium plasmas inside imploding aluminum liners. Here we describe
the best-performing compression experiment, PCS-16, which was the fifth of the most recent
experiments that compressed a spherical tokamak plasma configuration. In PCS-16, the plasma
remained axisymmetric with δBpol/Bpol < 20% to a high radial compression factor (CR > 8)
with significant poloidal flux conservation (77% up to CR = 1.7, and ≈30% up to CR = 8.65)
and a total compression time of 167µs. Magnetic energy of the plasma increased from 0.96 kJ
poloidal and 17 kJ toroidal to a peak of 1.14 kJ poloidal and 29.9 kJ toroidal during the
compression, while the thermal energy was in the range of 350± 25 J. Plasma equilibrium was a
low-β state with βtor ≈ 4% and βpol ≈ 15%. Ingress of impurities from the lithium-coated
aluminum wall was not the dominant effect. Neutron yield from D-D fusion increased
significantly during compression. Thermodynamics during the early phase of compression
(CR < 1.7) were consistent with increasing Ohmic heating of the electrons due to a geometric
increase in the current density at near-constant resistivity, and with increasing ion cooling that
approximately matched ion compression heating power. Ion cooling by electrons was significant
because the electrons were much cooler than the ions (Te = 200eV,Ti = 600eV).
Magnetohydrodynamic simulations were used to model the emergence of instabilities that
increase electron thermal transport in the final phase of compression. Conditions for ideal
stability were actively maintained during compression through a current ramp applied to the
central shaft and, after this current ramp reached its peak two-thirds of the way through
compression, we measured a transition in plasma behavior across multiple diagnostics.
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1. Introduction

In magnetized target fusion (MTF), a magnetized plasma is
compressed in a time shorter than its initial thermal energy
confinement time, thereby heating to fusion conditions [1].
An understanding of plasma behavior and confinement scaling
laws during MTF-relevant compression scenarios is needed to

advance toward a reactor-scale demonstration. General Fusion
[2–4] has conducted a sequence of subscale experiments in
which compact toroid plasmas are compressed by the chem-
ically driven implosion of an aluminum liner, providing data
on how a magnetized plasma behaves as it is rapidly com-
pressed, which may help to empirically address the key prac-
tical considerations necessary for MTF methods to reach
fusion energy-producing conditions.

This sequence of subscale tests is designated Plasma
Compression Science (PCS). In these devices, compact tor-
oid plasmas were formed by the discharge of a coaxial mag-
netized Marshall gun [5], similar to spheromak formation [6]
or coaxial helicity injection (CHI) methods [7]. In the final
five experiments, including PCS-16, an additional current was
driven on a center shaft, with the resulting safety factor (q)
profile elevated so that q> 1 everywhere, similar to a spher-
ical tokamak (ST) configuration (as in TS-2/TS-3 [8], SPHEX-
Rod [9], HIT [10–12], NU-SpheroTok [13], and HIST [14]).
In keeping with theMTF concept, the conductive compression
liner acts as a close-fitting flux conserver that traps the mag-
netized plasma and stabilizes free-boundary MHD modes.

Previously published experimental results that explorewhat
happens to a plasma as it is rapidly compressed have sparsely
explored a very wide range of possible compression times and
methods. There is a faster class of experiments in the 100ns–
10µs range often called Magneto-Inertial Fusion (MIF), an
intermediary class of experiments compressing spheromaks in
the 20–100µs range, and a slower class of experiments using
tokamaks in the 2–15ms range.

The faster class of experiments includes the FRX-L experi-
ments where a Field Reversed Configuration (FRC) plasma is
compressed with a Z-pinch-driven cylindrical liner [15, 16], a
Z-pinch-driven spherical liner compressing a weakly magnet-
ized plasma into the Mbar range [17], direct magnetic com-
pression of an FRC (Helion [18]) and Z-pinch-driven compres-
sion of an axially magnetized plasma (MagLIF [19]).

Spheromak compression experiments other than in the PCS
program have used direct magnetic compression, with primary
examples being the inductively formed S-1 spheromak [20]
with ∼100µs compression time, and the CHI-formed SMRT
spheromak [21] with a 20µs compression time. There was
also a proposed plan to use high explosives (HE) to com-
press the CTX spheromak [22], which completed extensive
studies of plasma formation in a non-mobile laboratory and
performed preliminary demonstrations of ∼100µs HE-driven
liner implosions with no plasma. However, the two parallel
efforts were never combined to compress a spheromak plasma
with a mobile plasma formation system and a HE-driven liner.
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A slower class of compressional heating experiments
were performed on conventional tokamaks and used a rapid
increase in the applied external magnetic field to compress
the plasma. These include the ATC experiment [23–25],
TUMAN-3M [26], TOSCA [27], TFTR [28–30] and JET [31,
32]. The ATC experiment was designed specifically for this
purpose, producing significant compression ratios and suc-
cessfully demonstrating much of the basic concept. In faster
experiments, direct diagnostic access is limited and MHD
stability of the compressed plasma is not the focus of the
project. In contrast, the tokamak experiments had very thor-
ough diagnostic access. However, it has been many decades
since that work was initially done because the primary goal of
tokamak development has been steady-state operation, which
favors heating methods such as neutral beam and RF heating.
Following after these, General Fusion’s PCS experiments have
been the first to compress spheromak and ST plasmas with an
imploding metal liner.

There are many advantages to a commercial pulsed fusion
concept where compressional heating is accomplished with a
metal liner. Liquid metal is a practical, economical method
to input energy and to extract and utilize the fusion energy
output [2, 4, 33, 34]. It enables high repetition rates, pro-
tects solid components, readily absorbs fusion energy, can
be pumped through conventional heat-exchange systems, and
can be manipulated with well-established industrial methods.
Liquid lithium even breeds tritium when exposed to fusion
neutrons, through fission of both 6Li and 7Li. However, for
a physics experiment to study the behavior of a magnetized
plasma during rapid compression, a simpler implementation of
a single-use solid liner compression is highly desirable, which
is the approach we have taken with the PCS program. Driving
the compression with HE is a relatively inexpensive method to
achieve a compression time in the intermediate range of 60–
160µs for a subscale experiment, which is predictive of an
economically feasible compression concept when scaled up in
size by roughly a factor of 5 in radius [35–42].

Experimental systems for PCS tests are built on a set of
reinforced mobile containers to enable transport to the remote
blasting range where compression experiments are performed.
The system is designed to protect and reuse as many compon-
ents as possible. We conducted 17 plasma compression tests
in various configurations from 2012 to 2019. All tests success-
fullymeasured the key properties of the plasmawith an extens-
ive suite of diagnostics as it was being compressed. In pursuit
of improvedMHD stability and confinement, the plasma target
was changed from a decaying spheromak to a sustained spher-
omak [43] and then to ST over the course of 17 tests. The com-
pression liner was changed from bare aluminum to titanium-
coated and then to lithium-coated aluminum in pursuit of
improved wall interactions. Microdebris ejection is mitigated
by diamond-turning the inner surface of the liner and then
eliminating the leading-edge shock by including a vacuum gap
between the aluminum outer surface and the inner surface of
the surrounding plastic explosive charge [22]. Parallel to the
experimental work, MHD simulations were used to model the
plasma dynamics in two and three dimensions and make pre-
dictions for the occurrence of instabilities.

This paper will focus on the main results of PCS-16, which
provided the clearest demonstration of MHD-stable compres-
sion on a timescale faster than the resistive decay time of the
plasma. We begin in section 2 with a brief overview of rel-
evant MTF theories that will be used to analyze our exper-
imental results. Section 3 will describe the details of the
mobile experiment and its operation. The measurements made
during the PCS-16 plasma compression will be presented in
section 4 and compared to the properties of our uncompressed
ST plasmas, and basic expectations from theory and simula-
tion. Interpretation of why the plasma behaved as observed
will be discussed in section 5 through a comparison to MHD
simulations and plasma stability analysis. Implications for
future experiments will be discussed in section 6. Conclusions
and directions for the application of these results in future
work will be summarized in section 7. Supportive details of
the methods and analysis will be provided in the appendices.

2. Theory of plasma evolution during MTF
compression

MTF is an attractive concept because it has the potential to
directly heat a plasma to fusion temperatures through com-
pression, while geometrically increasing the plasma density
to dramatically enhance the reaction rate. Because the method
is pulsed, only short energy confinement times, on the order
of the compression time, are required. The theoretic frame-
work for MTF is typically explored via an adiabatic heating
approximation, which is generally not realistic. Fully numer-
ical simulations can include models that approximate realistic
thermal losses but it is hard to extract general trends and phys-
ical insight where many effects are intertwined. To provide
this physical insight we will outline some new analytic for-
mulas to predict compressional heating in the case of real-
istic thermal losses, which can serve as a framework for inter-
preting experimental measurements presented in this paper as
well as provide a basis for future studies in optimizing the
MTF concept. The primary relation that needs theoretic cla-
rification is how compressional heating depends on the ratio
of thermal energy confinement time to compression time in
a realistic scenario. We also address the question of how to
maintain the plasma in a stable configuration that has good
enough magnetic thermal confinement to enable significant
heating to occur.

To provide a general guide to understand the foundations
of the relevant physics, we briefly review some basics. Any
MTF compression can be described in terms of a radial com-
pression factor as a function of time, CR(t) = R0/R(t) where
R(t) is the characteristic radius of the system and R0 is its ini-
tial value. This is also referred to as a compression traject-
ory. Most practically achievable MTF concepts involve the
compression liner moving significantly slower than the plasma
Alfvén speed. Therefore, at each instant the plasma can adjust
itself to maintain MHD force balance, always staying close
to a Grad–Shafranov equilibrium [44] configuration. Within
the framework of a stable, slowly evolving equilibrium there
are several analytic results that provide useful insight into the
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expected behavior of the plasma compression experiment, as
described in section 2.1 and appendix A. However, due to
realistic compression geometries deviating from perfect self-
similarity, a more accurate description of MTF plasma com-
pression can be found with numerical methods that take into
account the spatial profiles and changing shape of wall geo-
metry, as described in sections 2.2, 5.1, and 5.2.

The notation used throughout the paper for describing
Grad–Shafranov equilibria will be to use ψ(R,Z) for the pol-
oidal flux function, in which the total magnetic flux passes
through a circular loop of radius R at axial location Z, which
has units of webers, while the alternate symbol ψ̄ is a normal-
ized poloidal flux coordinate with ψ̄ = 0 at the magnetic axis
of the plasma and ψ̄ = 1 at the last closed flux surface (LCFS).

2.1. Non-ideal scaling with cooling and resistive flux loss

The general form of the compression-diffusion equation has a
closed-form, self-similar solution that enables analytic explor-
ation of the compression dynamics:

T(ρ, t) = T0 C
2
R(t)exp

(
− j201
a20

ˆ t

0
χE(t)C

2
R(t)dt

)
J0

(
j01
a0
CR(t)ρ

)
.

(1)

This solution for the evolution of the temperature profile
T(ρ, t) includes spatially uniform cross-field thermal diffus-
ivity χE(t), with the plasma torus having minor radius a(t) =
a0/CR(t). We model the torus as a periodic cylinder with a
minor-radius coordinate ρ, assume no loss of plasma particles
(n∼ C3

R), and spatially uniform density. In this solution j01 =
2.4048 is the first zero of the Bessel function J0, where T0 is
the central temperature at t= 0. A detailed derivation of this
solution and its application is described in appendix A.

The time-dependent part of this solution contains two
factors that work in opposition. The first factor T0C2

R(t) is
the ideal (adiabatic) heating in the case of χE = 0, while
the second factor decreases exponentially with respect to the
monotonically increasing time integral, thereby acting to bring
down the temperature as the compression proceeds. The final
behavior of overall heating or cooling depends the evolution
and value of plasma χE(t) and the chosen compression traject-
ory CR(t).

Equation (1) can be integrated numerically in a straightfor-
ward manner, giving predictions of heating for a realistic com-
pression trajectory when the value of overall thermal losses
(modeled as a diffusion parameter χE(t)) is assumed for the
premise of a simulation or determined experimentally.

A simple analytic special case can be derived from (1) in
the situation when χE is constant in time, and the trajectory
obeys a particular formula. With these caveats it is possible to
model departures from adiabatic compression with a scaling
of the form:

T(t) = T0C
ϵ
R (t) , (2)

where the exponent is limited to ε< 2. For a class of compres-
sion trajectories of the form R(t) = R0

√
1− t/τC this scaling

will hold exactly, for other slightly different trajectories this
works as a reasonable approximation. In the case of ion com-
pressional heating, the exponent is:

ϵ= 2(1− τC/τEi) , (3)

where τC is the compression time, and τEi is the initial thermal
energy confinement time of the ions. This formula provides the
simplest generalization to the Furth–Yoshikawa scaling [45],
but the new formula includes realistic thermal losses rather
than the overly optimistic case of perfect adiabatic compres-
sion. This formula can be used as a baseline metric to eval-
uate the possibility of significant heating by quantifying the
ratio of the initial energy confinement time over the compres-
sion time τEi/τC. The isothermal case of ε= 0 will occur when
τEi/τC = 1. To achieve significant heating, this ratio must be
several times unity, for instance to achieve ε= 1.5 requires
τEi/τC = 4. It is often convenient to restate (3) as:

τEi
τC

=
2

2− ϵ
(4)

which will give a minimum value of thermal energy confine-
ment time for a given compression time necessary to achieve a
certain heating exponent, provided that the plasma remains in
a stable state throughout the compression. For electrons, colli-
sions with ions can act as a significant heating term if Ti ≫ Te,
and in the range of Te < 500eV Ohmic heating is signific-
ant and must be included in the power balance, increasing the
complexity of how Te scales with compression. These effects
are included in the discussion of electron temperature meas-
urements in section 4.4. The zero-dimensional formula for the
Ohmic heating power for a plasma with major radius Raxis(t)
and minor radius a(t) is:

PΩ =
a2 (t)

2η (t)Raxis (t)

(
dψ (t)
dt

)2

. (5)

The poloidal magnetic flux ψ within resistive plasma decays
with a flux decay time τψ = µ0/ηλ

2 [46]. Here, λ is the
magnetic eigenvalue (for spherical system λ(t) = 4.493/R(t))
which in general scales as λ∼ CR(t), and η is the plasma
resistivity which scales according to Spitzer formula, η ∼
T−3/2
e ∼ C−3ϵ/2

R . In the case where electron heating can still
be described by Te(t) = Te(0)CϵR(t), where ε may depend on
more quantities than in (3) due to Ohmic and ion-thermal
terms, the poloidal flux will have a time dependence of:

ψ (t) = ψ0 exp

(
− 1
τψ 0

ˆ
C2−3ϵ/2
R dt

)
, (6)

where τψ 0 = τψ(0) is the initial value of the flux decay time.
A useful reference case for the scaling of the Ohmic heating
power is the isothermal case where ε= 0 and η is constant:

PΩ = η

(
ψ0λ

2
0

µ0

)2(
a20

2Raxis (0)

)
C3−4τC/τψ 0

R , (7)
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which is arrived at by combining (5) and (6) and using the
power-law heating trajectory CR(t) = (1− t/τC)−1/2 to eval-
uate and simplify the integral term for the case of ε= 0. This
will provide an upper bound for Ohmic heating power for a
range of cases where ϵ⩾ 0 where net heating is occurring. It is
instructive to compare that to the compressional heating power
for electrons, again for the isothermal limiting case, is given
by:

Pcomp, e= 3⟨ne0Te0⟩VV0C
−1
R (t)

(
dCR
dt

)
=

3⟨ne0Te0⟩VV0

2τC
C2
R (t) , (8)

where the final expression is simplified via the relation (24) for
power-law heating trajectories, and ⟨ne0Te0⟩V is the volume-
averaged initial electron pressure, and V0 is the initial volume.
This provides a lower bound for compressional heating in
a range of cases ϵ⩾ 0. A quantitative comparison of these
heating terms will be presented in the context of the experi-
mental data in section 4.4, and the general formulas for arbit-
rary values of ε, extending beyond the isothermal case, will be
provided in appendix A.

The resistive loss of flux (6) will be observable via the
time-evolution of the poloidal field such that for spherical self-
similar compression, Lagrangian advection of the fields gives
a magnetic compression factor

CB (t) =
Bpol (⃗x, t)

Bpol (CR (t) x⃗,0)
= C2

R (t)
ψ (t)
ψ0

. (9)

This will be used in section 4.2 to estimate the poloidal flux
decay and infer a lower bound on the electron temperature.
Geometries that depart from self-similar compression (such as
our PCS tests) will have a more complex relationship between
flux and magnetic field and require two-dimensional equilib-
rium modeling to numerically evaluate the geometric scaling
factor, which is elaborated on in section 4.3.

The dependence of plasma flux conservation on the rate of
temperature rise is strong enough that magnetic measurements
during compression experiments can, in principle, provide
constraints on the magnitude of thermal losses. However, in
practice, confounding effects exist, such as the possibility of
impurity increase causing resistive loss due to the Zeff depend-
ence, as well as possible changes in the radial profile of
plasma current that changes the magnetic field at the edge of
the plasma volume without changing the flux ψ, and so it is
important to have a complete diagnostic program that directly
measures T(t) and n(t). The final conclusions we present in this
paper are a synthesis of all available diagnostic data taking into
account the different limitations of each method.

2.2. MHD stability during compression

The compressional heating of the plasma will deviate from the
scaling law (2) with a constant ε value if the magnetic struc-
ture becomes disordered, causing radial thermal transport to
increase during compression. For an intermediate-timescale

MTF concept, it is important to maintain the plasma in a
configuration that is MHD stable or at least has instabilit-
ies that grow much slower than the compression rate. Ideal
MHD instabilities grow on the Alfvén time, so they are always
deleterious over the compression time scale. Resistive MHD
instabilities are due to magnetic reconnection (i.e. tearing
and interchange) occurring at resonant surfaces so they have
growth rates which are much less than ideal MHD instabil-
ities, but they must also be considered. Due to the stabiliz-
ing influence of a flux conserving metal wall in close proxim-
ity to the plasma boundary, we have conducted a linear ana-
lysis, without including the effect of free-boundary modes, as
a baseline study of internal stability. The presence and growth
rate of instabilities depend on details of the underlying equi-
librium, such as magnetic curvature, current density profile
and the corresponding safety factor q(ψ) profile, as well as
pressure.

Tokamak configurations tend to have stabilizing field line
curvature on the inboard or high-field side of the poloidal cross
section, and destabilizing curvature on the outboard or low-
field side. It is for this reason that modern conventional toka-
maks, such as DIII-D [47] and ITER [48], are designed with
D-shaped cross sections, placing more poloidal extent on the
inboard side of the cross section. The flux conserver in the
PCS experiments (figure 1) differs from a typical D-shaped
tokamak cross section because the dynamic compression geo-
metries must be implemented by smoothly deforming an alu-
minum shell without buckling or tearing and require a center
shaft that is shaped to trap the plasma deep into compression
without intersecting the trajectory of the implodingmetal liner.

In previous numerical studies [49, 50], we analyzed
a simplified MTF device geometry undergoing compres-
sion and found that a stable scenario exists given carefully
chosen plasma profiles and shaping. This result is prom-
ising and informative for how to design MHD stability during
compression.

The q(ψ) profile is the leading factor for determining stabil-
ity and can be defined as q(ψ) = dΦ/dψ, which is conserved
in ideal MHD because the toroidal flux Φ contained within
each poloidal flux surface ψ is constant in time (both fluxes
being frozen to the plasma mass). Hence, the q profile can
only change due to resistive flux diffusion/loss. However, dur-
ing rapid compression that is close to ideal, in order for q to
be conserved MHD forces may drive significant changes to
plasma shape, deviating from self-similarity, if external forces
are not applied in a way that tracks the increasing internal
forces. Rapid changes in plasma shape in the direction perpen-
dicular to the wall are passively stabilized by reaction currents
induced by the conductive wall, however axial motion is pos-
sible and is not constrained to be perfectly axisymmetric, and
therefore can be an opportunity for instability.

The concave geometry of the flux conserver and poloidal
field line tension provide an obstacle against axial motion back
into the annular opening of the Marshall gun, however this
barrier can be overcome if there is a sufficient difference in
toroidal magnetic pressure between the plasma interior and
the gun region. During compression, the coaxial inductance of
the compression chamber decreases rapidly, this dramatically
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increases toroidal magnetic pressure within the compressed
plasma, while the inductance of the gun is unchanged and
therefore does not pressurize in the same way. To maintain
the axial balance of toroidal magnetic pressure, we apply a
ramp of additional shaft currents from an external circuit to
keep the plasma well confined within the collapsing volume
of the compression region and minimize the potential for axial
instabilities that could damage thermal confinement.

The external circuit as implemented on PCS-16 has a finite
capacity and is only able to track the required ramp rate for
toroidal pressure balancing up until t= 385µs when the com-
pression ratio reached CR = 1.35. After that point, the internal
toroidal magnetic pressure in the plasma begins to climb above
the magnetic pressure in the gun until a threshold for instabil-
ity is crossed. This behavior can be understood and explored
via nonlinear MHD simulations, as described in section 5.2.
It should be noted that in a reactor-scale MTF configuration,
such as with a liquid metal liner, where the poloidal circuit
can be completed by the liner, the external shaft ramp will
no longer be required and the shaft current will increase as a
result of toroidal flux conservation during compression of the
plasma.

In addition to these potentially strong ideal instabilities
arising from axial displacement of the plasma boundary, res-
istive evolution of the q profile can lead to the appearance of
slowly growing unstable modes that can also increase core
thermal transport. It is anticipated that various instabilities
might be possible and so we designed the experiment to make
magnetic measurements at six toroidal angles to allow detec-
tion of toroidal variations of poloidal field strength at the wall,
determining the amplitude of mode numbers n= 1,2,3 and
the phase of n= 1,2 which can indicate the nature of MHD
instabilities if they emerge. The Mirnov probe measurements
we present in section 4.7 show the onset of MHD modes that
promptly affect thermal confinement, as indicated by several
independent measures of temperature, as described throughout
section 4. This is in general agreement with known expecta-
tions, and shows how the same theory can be used to produce
MTF designs which areMHD-stable throughout compression.

3. PCS on a mobile platform

The goal of MTF is to use an imploding metal liner to
heat a magnetically confined plasma in fusion conditions
that requires a physical separation between the static plasma
formation system and the compression system. Conventional
designs for tokamak formation do not allow for this separa-
tion because the plasma is fully surrounded by components
that are not compatible with a linear compression system.
However, an efficient alternative design can be found based on
the concept of CHI formation of plasma toroids, which natur-
ally provides axial separation by having a coaxial formation
system (magnetized Marshall gun) that injects a plasma ring
across a distance into a separate flux conserving compression
system. Rather than initiating plasma poloidal flux with an
inductive solenoid in the center shaft like conventional toka-
maks, in the PCS-16 device, the lower Marshall gun section

has been designed to generate an initial bridge of radial mag-
netic flux that links the inner formation electrode to the outer
vessel wall, creating this initial flux from a combination of one
internal DC coil contained within the formation electrode and
two external DC coils just below the compression region. The
cross section diagram of the device in figures 1 and 2 shows a
photograph of the upper flux conserver section into which the
plasma is formed.

A representation of the DCmagnetic field lines and the res-
ulting plasma equilibrium are shown in figure 1. For enhanced
ionization, the DC magnetic field also includes an electron
Penning trap region near the gas valves consisting of looped
field lines that terminate at the negatively charged formation
electrode on both ends. Deuterium gas was injected through
a set of eight custom-made fast opening piezo valves loc-
ated midway up the outer vessel, forming a cloud that would
become ionized when negative 14kV was applied to the form-
ation electrode. Just below the gas valves were a set of vacuum
ports through which the vessel was maintained at a pressure
of 3× 10−7Torr via a turbo-molecular pump and dry scroll
pump.

Prior to plasma breakdown, the current was also driven on a
separate central shaft creating a pre-existing toroidal compon-
ent to the field. Once an electrically conductive plasma was
bridging the radial gap between the formation electrode and
the outer vessel, a larger formation capacitor bank was dis-
charged through the plasma bridge, which pushed the plasma
rapidly upward via J⃗× B⃗ force, carrying with it the embed-
ded pre-existing poloidal and toroidal magnetic fluxes. This
process constitutes the fast-CHI formation method, in which
the ST plasma is formed in 50µs. The displacement of pol-
oidal flux induces a large toroidal plasma current (typically
300kA) and the act of expanding into a larger spherical volume
provides the opportunity for the distended poloidal field lines
to reconnect with themselves forming closed poloidal flux sur-
faces of the main ST plasma.

All plasma-facing electrode surfaces in the Marshall gun
section and instrumented center shaft were coated duringman-
ufacturing with ≈200 µm of low-porosity plasma-sprayed
tungsten, which significantly increases the durability of the
electrodes. An important feature of the SPECTOR style of
Marshall gun used in PCS-16 is that the radial separa-
tion between the inner and outer electrodes increases as the
conical outer radius decreases, resulting in a ‘downhill λ’
configuration [6] that improves the plasma formation effi-
ciency. Another beneficial design feature is a large-volume
vacuum gap that electrically isolates the formation electrode
from the center shaft within it. This evacuated gap enables
a natural exhaust path for electrode impurities that are gen-
erated when the formation current reaches the top edge of
the formation electrode and is forced to continue through a
plasma arc between the electrodes. The annular plasma arc
slowly erodes the tungsten-coated electrode surface at that
axial gap; however, the current path through the plasma bridge
is configured to behave as a Z-pinch with magnetic forces
driving any ablated material toward a smaller radius into the
gap and then down along the central shaft, away from the
main plasma chamber. The vacuum gap feature and Z-pinch
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Figure 1. Cross section of the PCS-16 device. Metal components are axially symmetric, but the uncompressed flux conserver geometry is
shown on the right and compression trajectory (labeled as liner motion) up to 150µs is shown on the left. Magnetic flux surfaces appear as
blue curves with spacing of 0.5mWb, except in the compressed toroid where the spacing is 1.5mWb. Mirnov probe locations indexed by
radial coordinate in mm (B14, B27, B31, B54, B115, B126, B137) appear as red circles. Interferometer chords (IF18, IF69) appear as dotted
green lines. The primary optical diagnostics (AXUV, ion Doppler spectroscopy, visible spectroscopy) have chords illustrated as a dotted
pink line, these are axial chords at different toroidal locations. The driving circuit is shown at lower right. The formation capacitor bank,
ramping capacitor bank, and shaft capacitor bank connected through a large inductor are shown in separate boxes.

effect enables the PCS-16 device to operate with relatively low
metallic impurity content in the main plasma and correspond-
ingly higher electron temperature.

The final component of the vacuum vessel is the upper
aluminum spherical chamber which acts as a passive flux
conserver to confine the poloidal field of the ST plasma.
Current driven up the central shaft and returning down along
the axisymmetric outer aluminum wall acts as a single-turn
toroidal field coil with negligible error fields, serving to
provide enough toroidal flux to stabilize the plasmawith q> 1.
Lithium evaporators were used to coat the surface of an alu-
minum spherical chamber and a central shaft with a thin layer
of solid Li (0.1µm) providing a strongly gettering plasma
facing the surface. The spherical aluminum flux conserver

section is also called the liner in the MTF context because it is
rapidly compressed with symmetrically detonated HE, in turn
compressing the plasma toroid. In order to prevent the inner
surface of the aluminum liner from ejecting material into the
plasma during compression, it requires high ductility; there-
fore, it is the one surface that is not coatedwith brittle tungsten.
The lithium coating on the Al liner works as a low-Z plasma-
facing material to prevent Al ablation.

There are five capacitor banks connected to the machine to
generate toroidal field: a shaft current bank (2.1mF, 14 kV), a
formation bank (1.4mF, 16kV), and three ramping banks to
rapidly increase the shaft current during compression (236µF,
236µF, and 472µF, all at 18 kV). The shaft current bank is
in parallel with a set of crowbar diodes, connected through

7



Nucl. Fusion 65 (2025) 016029 S.J. Howard et al

Figure 2. Photo of PCS-16 assembled in the field prior to the addition of high explosives, showing both the flux conserver and diagnostic
head plate. The visible diagnostics are labeled on the adjacent diagram. A more comprehensive top-down view is shown in figure 3.

Figure 3. Top view of the diagnostic head plate with a list of optical diagnostics attached to fibers. FS denotes a Filter Scope, IF18 and IF69
denotes the two interferometer chords. See figure 1 for the cross section view of diagnostics in relation to the plasma.
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Figure 4. (Left) Photo of PCS-16 configured at the test site. Five customized containers were required to house and transport the capacitors
and other equipment from the lab. (Right) Top view of site layout showing location each container and labeled with its contents.

a large inductor which acts to keep the shaft current as con-
stant as possibly prior to compression. Refer to figure 1 for
more details. The ramping banks were connected to the vessel
shaft via a pulse-shaping network. Their purpose is to main-
tain toroidal pressure and MHD balance during compression.
The three capacitor modules were fired in a timed sequence
of additive pulses that closely approximate the theoretic ramp
that ensures toroidal flux neither moves into or out of the com-
pression chamber, as described in section 2.2.

The apparatus for the PCS experiments was constructed in
a modular manner so that they could be commissioned in a
laboratory environment and then transported to the field for
the plasma compression shot. In order to optimize the plasma
performance for a compression shot, the experimental opera-
tion was divided into two phases of activity. First, there was a
longer sequence of in-lab commissioning, diagnostic calibra-
tion, wall cleaning shots and a campaign of the fine-tuning of
control parameters for forming ST plasma discharges, which
could span several months to up to a year. The in-lab campaign
was conducted on the same containerized hardware that could
be moved to the field once the decision was made to do so.
The second and final in-field phase leading up to the compres-
sion shot typically requires roughly 1 week for disconnection
of modules and transport to the field, and a final week is allot-
ted for experimental operation in the field, culminating in the
compression shot.

The HE-driven compression of an ST plasma was per-
formed at a private blasting range in the mountains of south-
ern British Columbia [35]. To facilitate transport, the MRT2
(Magnetized Ring Test-2) mobile experimental platform used
for PCS-13 to PCS-17 was housed in five blast-reinforced
shipping containers: two 20 ft and two 10 ft containers for

pulsed power capacitor banks and one 10 ft container for con-
trol computer, diagnostic lasers and data acquisition screen
room, see figure 4. The plasma vessel was supported within
a central custom-built cubic steel frame that experienced four
blasts unharmed.

Once lab operations were determined to yield optimal
plasma performance, the electrical cables between containers
were disconnected and diagnostics were stowed for shipping.
The logistics of disassembly, transport to the field, and reas-
sembly in the mountains were implemented in the span of 1
week. This was followed by a recommissioning sequence of
plasma shots in the field that took to 4 days to complete, fol-
lowed by installation of a high-explosive charge on day 5 for
the plasma compression shot.

An important contributor to the reliability of the plasma
compression system is an FPGA veto logic circuit. This circuit
was enabled on candidate plasma compression shots such that
HE detonation was only triggered when the plasma properties
measured during the first 50µs after formation met predeter-
mined performance criteria. The FPGA veto circuit performed
real-time evaluation of threshold and ratio conditions on inputs
from Mirnov and AXUV diagnostics and outputted a latched
Boolean go/no go signal that was ANDedwith a second trigger
signal (of adjustable timing) from the LabView control system,
and then it was the output of the AND gate that would trig-
ger the HE detonation circuit. This second operator-controlled
trigger signal would only be enabled whenwewere fully ready
to attempt a compression shot, and the time of this trigger was
set to t= 300µs for PCS-16 based on previous in-lab studies
indicating what seemed like the most quiescent period to begin
the compression with the HE driven liner. This veto system is
a valuable tool to ensure that compression is never triggered
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in the case of a plasma formation misfire or the random occur-
rence of substandard plasma performance.

To define the terminology we will use throughout this
paper, when describing the compression trajectory, we will
refer to the moving outer wall as the ‘liner’, the start of com-
pression as the time of the ‘liner move’ and the completion of
compression as the ‘liner contact’ when the liner first contacts
the metal of the inner shaft.

3.1. Plasma diagnostics

Diagnostic ports could not be placed on the aluminum com-
pression liner since it is needed to maintain mechanical sym-
metry to high precision during implosion. Generally, that
leaves only the upper and lower regions at small angles away
from the z-axis for implementing access through a diagnostic
‘head plate’ (see figures 1–3). This head plate contained a wide
set of plasma diagnostics: an array of flush-mount Mirnov
coils for measuring poloidal and toroidal magnetic fields, ports
for passive measurement of plasma emission in the visible
(time resolved spectroscopy and filterscopes [51]) and soft
x-ray (absolutely-calibrated extreme ultraviolet photodiodes,
AXUV), density measurement with two vertical interfero-
metry beams, ion Doppler spectroscopy (IDS) and a filtered
pinhole camera for fast imaging of hard UV and soft x-ray
plasma emission (aluminum-filtered phosphor imaged with
Phantom camera via optical fiber bundle). The high-speed
video obtained using the soft x-ray phosphor pinhole cam-
era showed no anomalous events; however, the full description
of its analysis is beyond the scope of this paper. The Mirnov
probes are arranged in toroidal arrays in the shaft and we refer
to them by their radial coordinates in mm: B14 (×3), B27
(×1), B31 (×1), B54 (×6). There are also toroidal arrays of
Mirnov probes on the outer wall of the injector: B115 (×4),
B126 (×4), B137 (×4). Interferometer chords are also labeled
by their (minimum) radial location in mm: IF18 and IF69.
Vertical IDS chords were located at R= 88mm (IDS G) and
R= 35mm (IDS H). See figure 3 for the physical arrangement
of these diagnostics.

Experimental campaigns conducted in parallel with a
non-mobile second copy of the experimental device (named
SPECTOR-1) had additional diagnostics that made use of
horizontal chords via ports on the instrumented outer flux
conserver, allowing for multi-point Thomson scattering Te
measurements, additional interferometry, and polarimetry
chords [52] as well as more comprehensive spectroscopy to
characterize the noncompressed plasmas. These in-lab char-
acterizations provide valuable constraints for developing real-
istic models of the PCS plasma configurations.

3.2. PCS-16 compression shot

The PCS-16 compression shot (MRT2-13 893) was completed
in June 2018 and successfully achieved the compression of a
CHI-formed ST plasma composed of deuterium.

In the preparatory phase of noncompression shots in the lab
leading up to the PCS-16 compression shot in the field, the

plasma performance was optimized in various ways building
off the guidance from previous builds of the experiment. The
highest performance shots used peaked current profiles that
resulted in good precompression stability and were achieved
using a double-pulse current waveform for the shaft current. In
the double-pulse method, the shaft current was first ramped to
200–300kA before plasma breakdown, and then the formation
current pulse was fired, coincident with a second ramp of shaft
current to 500–600kA. This method generates a more peaked
plasma current profile, as indicated by a smaller ratio of polar
to equatorial Bpol. The magnetic energy of the plasma after
formation was nominally 0.96kJ poloidal, 17kJ toroidal while
thermal energy is in the range of 350± 25J. Plasma equilib-
rium was a low-β state with βtor ∼ 4% and βpol ∼ 15%. The
magnetic configuration is adjustable with vertical field coils
just below the spherical flux conserver to create an x-point
junction with the gun flux. However, resistive diffusion into
the flux conserver quickly led to a configuration that was lim-
ited to the outboard equator, see figure 1.

It was found that the optimal recipe also required firing
after a very recent lithium coat and using an unusually long
delay between opening the gas valves and firing the formation
capacitors. For the PCS-16 sequence of shots we used a pair
of retractable, nearly Omni-directional (Ω= 3.5π sr) lithium
coating evaporators (see figure 3). These were run at 600◦C
for 10–15min, during which a layer of lithium approximately
0.1µm thick is deposited on the flux conserver and inner elec-
trode of the compression region. The first ~10 plasma dis-
charges immediately after the Li coating exhibits the benefits
observed from ‘fresh’ lithium, i.e. longer magnetic lifetimes,
favorable MHD evolution, smooth density evolution, and
high Te.

A key component of the PCS-16 shot was the shaft current
ramp applied during compression. Figure 5 shows this shaft ′s
current ramp. A significant physics objective of PCS-16 was to
determine what happens when the external circuit is depleted
and the plasma is less constrained during rapid compression.
In the PCS-16 device, due to the nature of the coaxial geo-
metry and deformation mechanics of the solid liner, the radial
gap connecting the flux conserver and the gun remains open
during compression up to CR = 4. The theory in section 2.2
suggests that the PCS-16 plasma is likely to undergo a free-
boundary instability, which could cause poor thermal confine-
ment, when the shaft current is no longer sufficient. As previ-
ously noted, once the liner closes off the entrance to the gun
bymetal-metal contact (which occurs on the PCS-16 compres-
sion at t= 460µs) the external ramp of shaft current would no
longer be needed and the poloidal loop of shaft current within
that closed volume would increase due to conservation of tor-
oidal flux within a rapidly compressed coaxial inductor, res-
ulting in stable support of the q profile, as required by the the-
ory of section 2.2, without a continued external supply. This
can be seen in the final rapid increase in shaft current at late
time t> 460µs as measured by the toroidal Mirnov probes on
the shaft within the closed plasma volume, as shown with the
‘Shaft through plasma’ current trace on figure 7(b). We also
show that it is possible to accomplish toroidal flux trapping
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Figure 5. An external power supply with 3 pulses (the first at the liner move, followed by shaft ramp 2, and shaft ramp 3) increases the shaft
current during compression to ensure that toroidal flux neither leaves nor enters the compression chamber, until it is depleted.

within the compression volume if the radial gap between the
liner and the shaft becomes so narrow that the poloidal cir-
cuit becomes closed by the current flowing in an arc formed
through the edge plasma. Such a possibility would enable
MHD stability without metal–metal contact.

3.3. Implosion kinematics

In the context of applying the power-law heating formalism
from section 2.1 to provide a quantitative analysis of the tem-
perature evolution in PCS-16 we will make use of the fact
that the experimental trajectory closely agrees with the theor-
etic formula (25): CR(t) = (1− (t− t0)/τC)−1/2 with best fit
parameters of t0 = 324± 1.7µs and τC = 139± 1.8µs. In the
experiment there was an early phase during the first 24µs after
the liner began to move, during which compression was rel-
atively slow to accelerate. After t0 = 324µs the compression
proceeded more rapidly, fitting the power-law heating traject-
ory to within 4% maximum relative error (1.4% mean relative
error). For any analytic estimate we will use τC = 139µs as the
characteristic compression time for PCS-16. To facilitate fur-
ther study of the PCS-16 experiment, we have included as a
data supplement1 a set of csv files that define the geometry
of the poloidal cross section of the interior region between
the center shaft and the moving liner as a function of time,
in 5µs increments starting at the beginning of liner motion.
The inner surface curve of the liner geometry is based on
16 poloidally distributed, simultaneously measured, photon
Doppler velocimetry (PDV) beams [53] during a sequence of
test implosions and solid-mechanics deformation simulations
using Ansys LS-DYNA that match the PDV data.

The toroidal symmetry of the inner surface of the aluminum
liner at the moment of contact with the shaft can be determined
by looking at the variation in time when the six Mirnov sig-
nals at the R= 54mm probe locations become flatlined. These

1 See supplemental material online at (https://doi.org/10.1088/1741-4326/
ad9033).

reveal an average time of the liner contact of 460.37µs with
the earliest contact at 459.9µs at ϕ = 240o, and a last contact
at 460.7µs at ϕ = 60o, consisting of a dominantly n= 1 tor-
oidal mode structure. This constitutes a peak–peak amplitude
in the contact timing variation of (tmax − tmin)/2= 0.4µs.
The velocity component of the liner normal to the shaft sur-
face was determined from PDVmeasurements and LS-DYNA
deformation simulations to be 874ms−1 at the R= 54mm
location. This translates to a surface deviation from axisym-
metry having an amplitude δR= (Rmax −Rmin)/2= 0.35mm.
This constitutes clear evidence that liner buckling was avoided
within a δR/R= 0.65% level of relative surface deviation at an
overall compression ratio of CR = 4.2. The simplest explan-
ation of an n= 1 shift by 0.35mm is due to concentricity
errors in the assembled components which have a radial tol-
erance stack-up of ≈0.5mm between shaft and liner when
assembled.

4. PCS-16 results

In this section we present the experimental results from the
compression shot and build a coherent picture of the behavior
observed during the rapid compression. The plasma proper-
ties of the PCS-16 shot are compared to a set of prior noncom-
pression shots performed under similar conditions on the same
device.

As motivated by section 2.1, the degree to which poloidal
flux is conserved can be a useful way to indicate how well
thermal confinement is maintained during compression. The
fact that PCS-16 was a very successful plasma compression is
clear when we examine the progression of improvements over
the PCS campaigns, as shown by the relative increase in pol-
oidal magnetic field shown in figure 6. The poloidal magnetic
signals are normalized at the time of liner movement and plot-
ted with t= 0 set to be the start of each compression. Each
trace is the toroidal average of a set of poloidal Mirnov probes
at R= 27mm (B27, figure 1), or the nearest equivalent posi-
tion for that device.
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Figure 6. Summary of progression of significant PCS shots. This shows normalized poloidal magnetic field near the R= 27mm position
being compressed during the shots of significance. PCS-1 to PCS-4 compressed decaying spheromak plasmas {s}, PCS-5 to PCS-11
compressed sustained spheromaks {s+}, PCS-12 to PCS-17 compressed spherical tokamak plasma configurations {ST}. The campaigns
with 80µs compression used a 29cm internal diameter cylindrical liner imploding in a hyperboloid deformation, while the campaigns with
160 µs compression used the 38 cm internal diameter spherical liner shown in figure 1. For simplicity and readability only PCS shots
showing incremental improvement are included in this plot.

Before presenting the details of the methods and results, we
first provide an overview of the key points. A compact sum-
mary of the primary diagnostic signals is shown in figure 7.
The major results from the PCS-16 experiment are as follows:

1. Density compression is very clean and follows the model
for particle conserving volumetric compression deep into
the compression (figure 9), up to a measured increase of
188 times its starting value, going from 1.2× 1014 cm−3

to 2.3× 1016 cm−3. The details of the results and ana-
lysis are described in section 4.1. The angled interferometer
beam (IF69) measures the early time behavior before com-
pression and will observe the core of the plasma as it is
pushed across the beam during the compression. The trend
of volumetric compression of density determined by IF69
continues to hold when the plasma is compressed into the
pocket region and can be measured by the inner IF18 beam,
with very good continuation to the original trend as late as
465µs, only 10µs before completion of compression with
liner contacting the central shaft. The plasma density pro-
file that best matches the observed signal is a flat plateau
with a drop in electron density near the wall.

2. Magnetic field compression was better than any previous
test, as shown in figure 6. Not only does the data show that
the poloidal field is compressed to higher values relative
to the starting value but the evolution is much smoother,
without the plateaus and other features present in previ-
ous shots. The signals from the inner-most Mirnov probes
at R= 14mm (B14) show the existence of a highly com-
pressed, magnetized plasma toroid with a significant frac-
tion of its original poloidal flux remaining at 160µs into
compression, reaching a radial compression ratio of CR =

8.65, with details of the results and thermal implications
discussed in sections 4.2, 4.3 and appendix D.

3. Measurements of plasma temperature are relatively flat
with time or show a moderate increase during the first two-
thirds of the compression (from 300 to 410 microseconds),
with Ti(t) from neutron yield and the lower bound from IDS
both showing a slight rise, while Te(t) from filtered AXUV
ratio shows a mostly flat trend in comparison to a slight
rise on the Te lower bound from the flux decay estimate.
All temperature metrics agree that starting at t≈ 410µs the
plasma temperature rapidly decreases in a measurable way
for the remainder of the compression. The details of these
temperature measurements are described in sections 4.4–
4.6.

4. We observed a significant increase in the neutron count
rate during the first two-thirds of compression as seen in
figure 8. This constitutes a four-sigma increase above the
average rate for a noncompressed plasma of similar prop-
erties. The increase in neutron output was consistent with
slightly increasing ion temperature while plasma density
increased by a large factor. Details of the analysis of scin-
tillator data are described in section 4.6.

5. The best estimates for the core ion and electron temper-
atures at the start of the compression are Ti = 600eV
(from neutron data, see section 4.6) and Te = 200eV (from
AXUV diagnostic, see section 4.4). That Ti ≈ 3Te is due to
a combination of CHI formation dynamics, a thermal con-
finement difference τEi > τEe, and the compression begin-
ning before electrons can equilibrate with ions. Because
Ti > Te equilibration provides a significant ion cooling
term that nearly balances compressional heating of ions.
Ion–electron thermalization physics and implications are
discussed in appendix F. Note that the ion Doppler data
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Figure 7. Summary of key measurements vs. time during PCS-16 shot. From top to bottom these are (a) Mirnov probes signals of poloidal
magnetic field Bpoloidal, (b) wall currents, (c) line averaged density from two interferometer chords, (d) neutron and gamma detection events,
(e) Al-filtered AXUV current, and (f ) filterscope measurements. Arrow markers indicate the time at which the liner begins to move, at
which the first shaft current ramp pulse is fired, then the times of triggering the second and third shaft ramp pulses, as well as the times at
which the interferometer beam and AXUV line of sight become occluded by the liner passing across the chord.

shown in section 4.5 does not provide a good indication of
the core ion temperature due to the carbon impurity likely
being fully ionized there, and themeasured CV charge state
is likely to only exist further out closer to the wall where it
is colder.

6. The AXUV x-ray photodiode signals show a smooth rise
in x-ray emission for the first 55µs of compression, and
then transition into a sequence of peaks corresponding to
a phase of increased MHD mode activity as seen in the
Mirnov probes. See figure 7 as well as a complete descrip-
tion in section 4.7.

We will discuss the details of these observations in the fol-
lowing subsections.

4.1. Density rise during compression and implied profile

At first sight, the two interferometric chords (denoted IF18
and IF69 figure 1) seem like a small number of measurements
compared to other fusion experiments. However, during com-
pression, the moving central region of the plasma is swept
across the measurement chord before the beam is occluded
by the liner. The IF18 chord initially measures the vacuum

on open field lines until late in compression when the edge of
the plasma enters the beam and samples the core of the plasma
when it is extremely compressed. Based on this information, it
is possible to provide strong constraints on the density profile
and total electron inventory.

In the general case, forward modeling of the interferomet-
ric signal is required to attempt to deconvolve the effect of
possible density profile evolution with simultaneous changes
in the electron inventory. However, the PCS-16 raw data
(figure 9) is particularly well fit by a simple model in which
the total electron inventory is constant in time and the density
profile has a broad flat region over most of its volume and falls
to ne ≈ 0 at the wall. The well-behaved quality of the density
signal can rule out the possibility that a large amount of high
Z material entered the plasma at some point, as well as rul-
ing out a poor particle confinement time. The plasma density
profile is a key input to neutron-implied temperature calcu-
lations in section 4.6, and we find that the observations are
well described by a model profile with a central plateau with
a Gaussian edge of the form:

ne
(
ψ̄, t

)
= ne (0, t)

[
1− e−(1−ψ̄)

2
/0.005

]
. (10)
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Figure 8. Neutron detection rate quantified by several methods. Vertical light grey lines show the sequence of detection times. Black
markers (◦) show average rate per 5 detections, with vertical bars showing Poisson uncertainty in a true rate, and horizontal bars showing
the duration of each time-bin. The red curve is time derivative of the smoothing polynomial fit of the cumulative neutron count
ρn(t) = dPS(t)/dt, while the upper and lower bounds determined from the standard deviation of slope values of a set of random instances of
cumulative counts generated in a Monte Carlo Poisson simulation of the detection process. See section 4.6 for a complete description of the
analysis.

Figure 9. Measured line-averaged density on outer chord IF69 (minimum R= 69mm, black curve), which initially measures the outer half
of the plasma volume before compression begins then is swept across the moving core of the plasma until the beam is fully cut off by the
liner motion at t= 385µs, and inner chord IF18 (R= 18mm, blue curve), which is near the shaft and only measures significant density once
the core of the plasma begins to push into the pocket region of the shaft at late time t> 410µs. Measured signals are compared to two
versions of volumetric compression estimates, using volume versus time from a sequence of Taylor state solutions ψ(R,Z) (green dashed
curve) and volume inside the ψ̄ = 95% surface of an MHD simulation (red dashed curve), VAC run SR981, which has transport fine-tuned
to match PCS-16 magnetic decay and probe ratios (see section 5.2).
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Here the core density is particle-conserving while the rapid
compression is:

ne (0, t) = CV (t) ne (0, t0) (11)

with the volumetric compression ratio of CV(t) = V(t0)/V(t),
where V is the volume of the plasma and t0 = 300µs is the
time of liner move.

From this analysis we estimate the volume of the plasma
as a function of time in several ways. We have an accurately
determined geometry of the space between the inner elec-
trode and the collapsing liner as a function of time, estab-
lished from PDV [53] measurements and contact pin timing
from a sequence of previous test implosions with no plasma.
The exact shape of the liner was determined from a solid-
mechanics deformation simulation (using Ansys LS-DYNA)
which had material models adjusted until a best-match to the
empirical measurements of wall position was found. For the
PCS-16 shot itself we obtain the time of occlusion for each
of the optical diagnostics, as well as the time of the metal–
metal liner contact from the Mirnov probes, which all con-
firm that the actual wall motion matches the preestablished
model to within 1µs accuracy. The plasma will nearly fill the
radial extent of the metal cavity. However, due to the field
line tension of the poloidal magnetic field the plasma will be
constrained in the axial direction rather than filling the full
volume of the open vessel. To determine how the magnetized
plasma is constrained by the concave geometry of the outer
wall, the simplest method is to calculate a Taylor state eigen-
value solution [54] that is uniquely determined by the bound-
ary geometry. The Taylor state calculation gives the poloidal
flux function ψ(R,Z), and we find the volume inside the outer
flux surface such as ψ̄ = 90% to calculate the expected dens-
ity rise for constant electron inventory due to volumetric com-
pression as shown in the green dashed curve in figure 9. The
Taylor state is useful in its simplicity, however it only works as
a rough approximation to magnetic geometry. Improvements
can be made by matching an MHD simulation to the experi-
mental signals (section 5.2), which can self-consistently pre-
dict changes to volume due to flows not considered in the
simpler equilibrium models. The results using the volumes
from the MHD simulations are shown in the red dashed curve
in figure 9. Despite the distinct properties of these different
approaches, they both converge closely to the trend observed
with the interferometer signals as measured.

Once the compression begins at t= 300µs and the plasma
is moving across the interferometer beam, we are able to con-
strain the density profile from this extra information, however
before compression begins the profile in the early phase just
after formation is less well determined. Studies on a nearly
identical lab-only SPECTOR-1 device with an array of four
horizontal midplane interferometric chords showed that the
early density profile was hollow with a large off-axis max-
imum in density that relaxed into a flat profile. We also see
evidence that a crowbar current near the mouth of theMarshall
gun can cause an extra density signal on the IF69 chord that is
not observed in the midplane horizontal chords. This leads us
to the interpretation that the high spike in density seen on IF69

just after formation in the PCS-16 campaign is due to a com-
bination of these effects directly observed in SPECTOR-1. As
such, it is reasonable to interpret the value of IF69 reading as
being higher than the core density until the crowbar current
dies, and the profile can relax into a more flat profile by 200–
300 µs, typical of the observed behavior on SPECTOR-1 and
consistent with the density profile observed by beam-sweeping
during compression for t⩾ 300µs on PCS-16.

As a general point of analysis there is motivation to char-
acterize the early phase of the plasma discharge of the PCS-16
shot before compression begins and correlate this to other sim-
ilar shots to establish an approximate counterfactual baseline
of behavior that the PCS-16 shot would have continued on if
it had not been compressed. An important metric of behavior
can be found in the density signal, which can be very repro-
ducible shot-to-shot, yet with a semi-random bimodal beha-
vior that can be roughly categorized into ‘low-density’ shots
and ‘high-density’ shots, which begin to be distinct in aver-
age density value after t> 250µs. All the shots in both cat-
egories used the same operating settings and the difference
in behavior is due to small random variation in gas input
and wall effects. The two categories of shots have the IF69
signal at t= 300µs in the range of (8.7± 2.7)× 1013 cm−3

for the low-density shots and in the range of (9.8± 1.9)×
1013 cm−3 for the high-density shots. These categories of
shots become even more distinct in density values by t=
500µs, having completely disjoint error bands for the middle
phase of the discharge. At t= 750µs the low-density cat-
egory ranges over (3.6± 0.9)× 1013 cm−3 while the high-
density category spans (7.7± 1.7)× 1013 cm−3. The PCS-16
shot before the liner move was at the upper end of the high-
density range at ne(300µs) = 1.25× 1014 cm−3. The equat-
orial to polar Mirnov probe ratio (B54/B31, see figures 1
and 7(a)) was a secondary classifier of the categories in the
case of similar density valuesmidway between the two average
values, with a higher ratio corresponding to the high-density
category. Overall, there were 66 shots that fit into the high-
density category, and 58 shots that fit into the low-density cat-
egory. The low-density group has a noticeably higher neutron
count rate than the high-density group (see section 4.6), and
the low-density shots also show higher electron temperature
AXUV signals (section 4.4). The PCS-16 shot has a precom-
pression density evolution that lies at the high end of the high-
density category and has a similar probe ratio that places it in
that category. However, its neutron emission and AXUV elec-
tron temperature are in the middle territory between the two
categories.

4.2. Peak magnetic compression ratio

As a way to quantify poloidal flux conservation during com-
pression, we can begin by defining the ratio of peak Bpol(tmax)
when compressed to the initial value of Bpol(t0) at that Mirnov
probe when the liner starts to move as:

CB =
Bpol (tmax)

Bpol (t0)
. (12)
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Table 1. Summary of results for peak compression of poloidal magnetic field for PCS-16.

Label Mirnov position Nprobes tmax CR(tmax) CB(tmax) max(CB) ideal

B54 R= 54mm 6 418.6± 7.1µs 1.91 2.1 ± 0.12 2.7
B27 R= 27mm 1 457.7µs 6.76 9.1 No limit
B14 R= 14mm 3 461.2± 1µs 8.65 13.74 ± 1.52 No limit

During the PCS-16 compression, we saw a significant mag-
netic compression ratio at the R= 27mm (B27) Mirnov probe
with CB = 9.1 at tmax = 457.7µs, while the three probes at
R= 14mm (B14) reached a mean value CB = 13.74± 1.52
at tmax = 461.2± 1µs. The plasma has reached a radial com-
pression ratio of CR = {6.76,8.65} at the peak times tmax =
{457.7µs,461.2µs} respectively. After these times of peak
magnetic field, the signal at these probes decreases rapidly due
to resistive flux loss in the final stages of compression. Results
are summarized in table 1.

In addition to flux compression, liner motion also results
in a radial shift in the magnetic axis, and so probes at lar-
ger radius will have a maximum possible CB value even if
the flux is perfectly conserved. Compression past that point
reduces the field measured at that probe because the radius
of the magnetic axis is less than the radial position of the
probe, and the probe is beginning to sample toward a low-field
corner of the plasma. See the flux surfaces of the compressed
state illustrated in figure 1 for an illustration of this effect.
For the six R= 54mm probes (B54) on PCS-16 we observe
a peak magnetic compression of CB = 2.1± 0.12 at tmax =
418.6± 7.1µs, corresponding to a compression ratio of CR =
1.91. The ideal limit assuming self-similarity through (9) is
CB = 1.912 = 3.65. Thus, the simplest estimate of flux conser-
vation is ψ(418µs)/ψ0 = 2.1/3.65= 0.57. Using the MHD
simulation results described in section 5.2 to more accur-
ately describe the non-self-similar geometry changes, we find
that with perfect flux conservation the magnetic field at the
R= 54mm (B54) position would only increase by a factor of
CB = 2.7 before decreasing due to the magnetic axis passing
through the probe. With this as the ideal case, an estimate of
flux conservation up to the observed peak at R= 54mmwould
be ψ(418µs)/ψ0 = 0.77.

We next see in section 4.3 that these analytic estim-
ates of poloidal flux conservation during compression have
reasonable accuracy compared to several alternative analysis
methods.

4.3. Poloidal flux conservation during compression

The closed poloidal flux in the plasma and how it evolves is
important because it is the primary contributor to magnetic
confinement. In this section we compare three different meth-
ods of estimating the poloidal flux as a function of time (shown
in figure 10), all working from theMirnov probe magnetic sig-
nals as input data. These constitute an extension of the simple
analytic estimates presented in section 4.2 which compare the
observed magnetic compression ratios CB at different probe
positions to what they would have been in an idealized flux
conserving compression.

The most direct method to estimate the poloidal flux as
a function of time uses a magnetic equilibrium reconstruc-
tion based on the surface poloidal field values at the Mirnov
probe locations [55]. We use a Bayesian fitting method that
is briefly described in appendix C. The reconstructed pol-
oidal flux is nearly constant at 15.5± 1.5mWb for the 100µs
before compression. During the first 25µs of compression
the estimated flux at the magnetic axis decays with a loop
voltage of 45V. This coincides with the early phase of slowly
accelerating compression before the liner trajectory begins
to follow the power-law heating trajectory (25). Then, after
t= 345µs, the reconstruction indicates a rise in poloidal flux,
which could be due to a dynamo process involving the n= 1
mode that is observed to be slowly grown at that point (see
section 4.7). The Bayesian reconstructed model fits the PCS-
16 surface magnetic measurements quite accurately with a rel-
ative error of only 5%–7%, however there is no guarantee that
this reconstruction is unique. The a-posteriori error estimates
for reconstructed output values such as poloidal flux depend
on the assumption that the physical truth is contained within
the model equilibria of the Grad–Shafranov solution lookup
table; if the truth is outside of what can be represented by the
assumed profiles that generate the table, then the estimated flux
can differ from the physical truth by more than the Bayesian
error estimated in figure 10. The reconstruction method was
also limited to only being able to provide flux estimates up to
t= 405µs, after which the Grad–Shafranov solver had a high
rate of failing to converge on equilibrium solutions for these
highly compressed geometries, resulting in incomplete lookup
tables.

An independent method for estimating the poloidal flux vs.
time, which has some advantages, is to fine-tune the initial
conditions and transport coefficients of an MHD simulation
to match the values and rates of change of the Mirnov probe
signals from PCS-16. The resulting poloidal flux (blue curve
in figure 10) from this MHD simulation (VAC run SR981) is
within the error bars of the Bayesian reconstructed values at
the time of the liner move. A detailed discussion of this simu-
lation is given in section 5.2. The advantages of thismethod are
that it provides an evolution that is physically consistent with
resistive MHD during compression without assumptions of an
analytic functional form for pressure or current profiles, and it
provides a comprehensive physics model nearly continuously
in time all the way through full compression. The drawback
of this MHD simulation model is that it tends to underestim-
ate how thermal losses evolve within the compression and at
late times over-estimate the poloidal flux conservation. It also
may not properly capture the possibility of dynamo processes
and the corresponding flux amplification, despite having some
capability for simulating nonaxisymmetric three-dimensional
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Figure 10. Estimated experimental poloidal flux at the magnetic axis (ψaxis) by three methods are compared to each other, as well as toroidal
current density (Jϕ) at the magnetic axis via two methods. Black markers show the poloidal flux and one-sigma error bars determined from
a Bayesian Grad–Shafranov equilibrium reconstruction [55], which finds a best fit to the experimental magnetic data. The blue trace shows
the poloidal flux vs. time for the three-dimensional MHD simulation (VAC) for which the initial conditions and thermal transport model
were fine-tuned to best match the evolution of magnetic signals from the PCS-16 shot before compression. The red trace shows an estimate
of poloidal flux that is an improvement on the simulation-derived estimate by taking the ratio of the experimental magnetic signals divided
by the simulated synthetic magnetic signals and multiplying by the simulated poloidal flux. Current density at the magnetic axis (orange
trace) can be rescaled from the simulation (green trace) by the magnetic probe ratio as an intermediate step in calculating the resistivity.

dynamics. A final limitation is that only a certain amount of
fine-tuning is practical to do via a sequence of MHD simula-
tions, and while the final agreement with PCS-16 initial mag-
netic geometry was good (10% average error of probe ratios),
it is not quite as good as the Bayesian fit (5% average error of
probe ratios).

This final method of poloidal flux estimation makes use of
the VACSR981 simulation as a simple and quantitatively well-
understood example model with known flux, known magnetic
field values at the Mirnov locations, and having a physically
realistic plasma geometry. Then, we apply a rescaling correc-
tion to the poloidal flux based on the ratio of actual magnetic
field values divided by those in the VAC model as:

ψexp (t) = ψVAC (t)

⟨
Bexp (t)

BVAC (t)

⟩
. (13)

This correction term is an average (experiment/VAC) mag-
netic ratio for the R= 27mm (B27) and R= 14mm (B14)
Mirnov probes, with smoothing applied to the raw experi-
mental signals for t< 405µs. The same correction factor can
rescale the VAC toroidal current density Jϕ to give an estim-
ate for its value in the experiment. These results are shown
in figure 10. The primary observation of this result is that the
plasma appears to only slowly decay in poloidal flux until 405–
410µs when something happens that causes it to begin to rap-
idly lose flux compared to the VAC model.

The estimate (13) of ψexp(t) for PCS-16 is a conservative
lower bound on poloidal flux because resistive decay of edge
currents or plasma reorganization via dynamo processes can
cause the profile to become increasingly peaked with time,

whichwould result in lowermagnetic signals at thewall even if
poloidal flux is perfectly conserved in the core. Therefore, this
will be a lower bound on ψ(t), which pessimistically assumes
that the apparent reduction of the relative magnetic signal at
the wall is due entirely to resistive flux loss at the core without
a change in the shape of the current profile.

With an estimate of the value of Zeff, the rate of change of
ψ(t) can be used to infer a lower bound on the electron tem-
perature, which is discussed in appendix D. The general con-
clusion from this analysis is that there was an event around
410µs that led to rapid cooling and was responsible for the
increased rate of resistive flux decay during the final stage of
plasma compression.

4.4. Electron temperature from filtered AXUV soft x-ray ratio

Pairs of AXUV photodiodes with flat responsivity (AW−1) in
the XUV to soft x-ray region (λ < 70nm) collect light from
the plasma through apertures along approximately overlap-
ping lines of sight. Each diode has a different thin metallic
filter that passes photons with energy greater than a threshold,
typically Eγ > 1500eV, but with an exact filter function that
depends on foil thickness and material. The filters used on
PCS-16 included 5.1µm and 9.6µm thick aluminum. Using
the spectral transmissions of each filter and simulations of the
plasma emissivity spectrum using the FLYCHK [56] code, we
construct a lookup table of forward-modeled diode signals for
various temperatures and a range of possible models for the
plasma impurity content. The ratio of calibrated diode cur-
rents, shown in figure 7, can then be used to infer the tem-
perature of the plasma [40].
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Figure 11. Electron temperature measured by ratio of filtered AXUV signals. This graph shows how Te(t) varies between the two categories
of field configuration shots ‘low-density’ (red with orange error bands, one shot is omitted from the average due to electrical noise problems
on the signal) and ‘high-density’ (dark blue with light blue error bands) and the PCS-16 compression shot (black). The low-density group
has less deviation within the set and has a mean value roughly one sigma above the mean of the high-density group. There are some
properties of the PCS-16 shot that would imply it should be categorized as a member of the high-density group, although it is on the high
end the spread for Te(300µs), which coincides with mean of the low-density group. On the basis of AXUV signals, it would appear that the
PCS-16 shot is somewhere in between the two groups.

As shown in figure 11, the AXUV measurement of
Te at time of liner move for the PCS-16 compression
shot is Te(300µs) = 207± 10eV, similar in value to the
range of measurements for the low-density shots which had
Te(300µs) = 211± 24eV, while the high-density shots were
colder with a wider range of values: Te(300µs) = 164±
50eV.

The primary observation from this diagnostic indicates that
Te was essentially constant during the first 60µs of compres-
sion, then began a linear decline until t= 400µs, then experi-
enced an upturn for the next 15µs before a final rapid cooling
event that coincided with loss of signal in the AXUV due to
occlusion by the liner at t= 445µs (see also figure 20).

In chord-averaged temperature measurements, this meas-
urement is likely to have some sensitivity to spatial inhomo-
geneities in the plasma temperature, resulting in the high fre-
quency fluctuations seen in the signal. We also believe it is
likely that the transient upturn in Te after 400µs is due to a
relatively hotter region passing directly into view, rather than
indicating overall heating of the whole plasma.

To provide context for this result it is informative to exam-
ine the energy balance for the electron population during com-
pression, taking t= 360µs as a representative example when
compression is underway in a smooth fashion. The domin-
ant heating term is the Ohmic heating power PΩ(360µs) =
1.03MW determined through (7) with an initial flux decay
time of τψ 0 = 266µs, while the electron compressional heat-
ing power via (8) is Pcomp, e(360µs) = 447kW. For the colli-
sional heating power applied to electrons from the hotter ions,
we can multiply the first term of (41) by (3/2)niV0 and taking
τeq = 693µs, gives a value Pi, e = 498kW .

With this accounting for the energy balancewe can estimate
the thermal confinement time for electrons. For the isothermal

case we have a thermal confinement time of:

τEe =
Eth, e

PΩ +Pcomp, e+Pi, e
. (14)

This gives τEe = 52µs using the electron thermal energy
Eth, e(360µs) = 102.3J. This is of a similar magnitude to the
overall thermal confinement time of τE ≈ 84µs that was indic-
ated by the MHD simulations that matched the experimental
magnetic decay (see section 5.2). With an electron thermal
confinement time on the order of τEe ≈ 50µs it is expected that
electrons would act as a net cooling influence given the sig-
nificantly longer compression time of PCS-16 (τC ≈ 139µs).
The scaling of electron thermal confinement time with device
size in STs in line with τEe ∼ R2, provides a route for expec-
ted improvement of this result. It is likely that a reactor-scale
compression device would have a significantly longer energy
confinement time than this subscale experiment.

4.5. Ion temperature from IDS

The IDS diagnostic uses two high-resolution 0.55m focal-
length Czerny–Turner spectrometers (Horiba iHR550), with
16-channel linear photomultiplier tube (PMT) arrays as detect-
ors. One spectrometer collects light from the R= 88mm ver-
tical chord (IDS G), which passes through the central region
of the plasma, while a second identical spectrometer (IDS H)
observes light at the R= 35mm vertical chord, which is close
to the edge of the plasma until deep into compression (see
figure 1). For PCS-16 we had both spectrometers measuring
the C V 227.089nm line, however because of its location close
to the plasma edge, the IDS H chord at R= 35mm did not pro-
duce a consistent enough signal on in-field aggregates shots to
allow being included in this analysis. Instead, we focus on the
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Figure 12. Data from IDS chord G (R= 88mm) from PCS-16 and in-field aggregate shots. In (a) we show the measurement amplitude of
the C V 227nm line (volts) for the compression shot (black), the low-density aggregate average (40 shots, red) and the high-density
aggregate average (45 shots, blue). Ion temperature shown in (b) with error bands equal to the standard deviation the aggregates.

IDS G data, which better measures near the core of the plasma
during the early phase of compression, as well as providing a
baseline for behavior from noncompressed aggregate data.

In our implementation of the IDS system, PMT outputs
are digitized at 10 MHz sample frequency and then are time-
integrated numerically in post-processing to form spectra vs.
calibrated wavelengths for time-bins that typically need to be a
few microseconds in duration to achieve good signal-to-noise
ratio. The observed spectrum is fit to a Gaussian line shape to
obtain the spectral width, Doppler shift and line brightness as
a function of time. Instrumental broadening is then subtracted
from the line width in quadrature to obtain the ion temperature
of the carbon impurity. This is an emissivity-weighted aver-
age temperature along the observation chord. The estimated
relative error on Ti due to the quality of the Gaussian fit can
be in the range of 7%–20%, however due to nonuniformity of
plasma properties and carbon abundance the measured value
Ti(t) can fluctuate in time by 30% on a timescale of ∼10µs.
Because of this, taking averages over an aggregate of many
similar shots can show a clearer trend in the evolution of ion
temperature vs. time. Data is shown in figure 12.

From the comparison of the PCS-16 shot and lead-up shots
we see that there is a consistent trend for the low-density shots
(40 shots with the same IDS settings) to have a relatively dim
carbon line and hotter Ti measurements than the high-density
shots (45 shots with the same IDS settings), see figure 12.
The PCS-16 shot had an average Ti(t) evolution that was very
close to the high-density average, however it had a signific-
antly lower C V line amplitude than either aggregate group.
This, combined with the fact that PCS-16 has higher dens-
ity than average, may suggest that the impurity concentra-
tion is particularly low for PCS-16 which may have contrib-
uted to its successful performance. At the time of wall-move
for the PCS-16 shot we measure a fluctuation cycle-average

of Ti(300µs) = 201± 32eV, while the high-density aggregate
had Ti(300µs) = 172± 35eV. Line brightness for the PCS-
16 shot is maximum at t= 400 µs which corresponds to the
moment just before the transition to rapid cooling as seen by
the AXUV and neutron yield measurements.

It is also worth noting that the IDS temperature measure-
ment constitutes a lower bound for Ti, due to it being an
emissivity-weighted chord-average of the impurity ion tem-
perature and for the observed values of ne and Te the charge
state being observed only exists in coronal equilibrium at a
position midway between the core and the edge, so it is likely
that we are not measuring the core value of Ti. In figure 13)
we show a coronal equilibrium calculation of the distribution
of C V charge states within the plasma volume, using a para-
bolic Te(ψ̄) profile with a core value of max(Te) = 200eV.
The fact that neutron yield measurements (section 4.6) con-
sistently show higher core ion temperatures than IDS meas-
urements is supportive of a parabolic-like profile where the
core is hotter than the mid-region where C V can exist in
equilibrium.

Finally, by inspecting the raw spectral data shown in
figure 14, it is clear that we are observing a single isolated
line with a single Gaussian shape. We also see that for the
early phase during formation the carbon line is distinctly blue-
shifted due to being ejected from the Marshall gun toward the
collection optics at substantial vertical velocities (105ms−1).
However, for the remainder of the plasma evolution, including
the compression phase, there is no significant Doppler velo-
city shift in the C V line. The high axial velocity during fast-
CHI formation is the primary reason why the ion temperature
begins at such a high value, which is due to the net kinetic
energy of the ions being converted into thermal energy as the
particle motion is randomized during the stagnation of this fast
flow.
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Figure 13. The coronal equilibrium C V charge state distribution in space for a parabolic Ti(ψ̄) profile and the corresponding locations of
the PCS-16 diagnostic chords (green dashed) with IDS, AXUV both at R = 88mm, the IF69 chord being angled out of plane and so projects
to a hyperbola in the (R), (Z) plane, while the IDS R = 35mm and the innermost IF18 (R = 18mm) measure only in the pocket region for
observing deep compression. Corresponding locations for midplane interferometry chords for SPECTOR-1 are shown as blue markers.

Figure 14. Data from IDS chord G (R= 88mm) from the PCS-16 compression shot, showing the raw spectra at four points in time and the
resulting Gaussian fit from which Ti is determined.

4.6. Ion temperature from neutron analysis

We monitor the high energy (100keV–30MeV) particle emis-
sion during the plasma shot with eight liquid scintillators man-
ufactured by Scionix that use EJ301 fluid (five detectors) or
EJ309 fluid (three detectors) with PMTs from ET Enterprises
Ltd 9390B series (large) and 9821B series (small). The scintil-
lator fluid is contained in an aluminum cube, the two smaller
detectors have a volume of 10× 10× 10cm3, while the six lar-
ger detectors have a volume of 15× 15× 15cm3. On PCS-16,
some were mounted quite close to the compression chamber,
inside armored steel cases, and all but one were shielded with
25.4mm thick lead [41]. See figure 15 for details of the phys-
ical placement.

Signals are digitized at 2 GHz during the shot, so that
offline digital pulse shape discrimination (PSD, [57]) can
be used to distinguish between incident neutrons and gam-
mas, as well as measure their energy, with {n,γ} discrim-
inated pulses shown in figure 7 panel (d). Our detectors
have been absolutely calibrated for detection efficiency at the
TRIUMF nuclear physics lab with an Am-Be source pro-
ducing both gammas and neutrons. The detectors were fur-
ther calibrated with a deuterium-tritium neutron generator at

Simon Fraser University. The PSD threshold curve has been
calibrated to reject gammas emitted from a Co-60 source.
The calibration of the overall sensitivity of the scintillator
array to infer the neutron yield from the plasma source is
determined through MCNP simulations [58] as described in
appendix B. We find from the analysis of the MCNP simu-
lation that any PSD-identified neutron detection event of E>
0.5MeV (proton-scaled energy) can only occur from prompt
neutrons (2.45MeV) that have been generated by D-D fusion
in the plasma within the previous 1.2µs, having a minimal
amount of scattering off the structure before being detected.
Secondary gamma emission from neutron-induced reactions
in the structural material was also included in the MCNP sim-
ulation outputs and was studied for the expected energy spec-
trum and total count rates in the scintillator. Gamma events
can be detected with significant delay due to nuclear reactions
involving highly downscattered thermal neutrons.

Analysis of the scintillator data for 124 shots taken while
the mobile experiment was situated in the field can serve as a
baseline for performance with which to compare the change
in neutron output during the PCS-16 compression shot. The
in-field shots can be divided up in to two main categories of
plasma discharges, high-density and low-density, as described
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Figure 15. Arrangement of neutron scintillators relative to the plasma vessel. Scintillators are shielded by 25.4mm of lead to reduce gamma
flux except for SC10 which is used to validate n/γ PSD ratio by directly measuring both. Liquid hydrocarbon scintillating fluids EJ301 and
EJ309 are used. SC8 collected data for lab shots but was not collecting data for the field shots.

in section 4.1. The combined dataset for each of these categor-
ies can be aggregated together to give an average rate of neut-
ron emission that has substantially smaller statistical uncer-
tainty than for a single shot.

The PCS-16 shot can be considered to be a member of
the high-density category, both in terms of initial density and
probe ratio, however its precompression neutron output was
more similar to the low-density shots, which typically had hot-
ter electron and ion temperatures in addition to lower density.
Taking all evidence into account, it is reasonable to conclude
that the pre-compression phase of the PCS-16 shot had elev-
ated neutron output due to having higher than average density
while having a similar ion temperature to the average of the
high-density aggregate shots.

The neutron rate measured during compression in PCS-16
is significantly higher than what would be expected in any
of the uncompressed shots during the same time window, as
shown in figures 8 and 17. This increase in the neutron rate is
most consistent with the interpretation of being caused by an
increase in density during compression, while the ion temper-
ature is nearly constant.

The determination of the Maxwellian ion temperature from
the neutron count rate is completed according to the follow-
ing method. First, the PSD identified neutron count rate and
uncertainty as a function of time was tabulated via two com-
plementary approaches:

1. Sequentially we find the time interval ∆ti in which the ith
(nonoverlapping) set of five counts occurs, and the average
rate within this time-bin is ρn(ti) = 5/∆ti. The one-sigma
uncertainty of the true value of the dimensionless Poisson
rate parameter λ, given that five counts were observed, is

determined by the equation λ±
√
λ= 5, which has solu-

tions of λ= {3.21,7.79} and the bounds on the physic-
ally true rate during that time bin would be 3.21/∆ti <
ρn(ti)< 7.79/∆ti. This approach will average across rapid
changes in the actual neutron rate that may happen in a
longer-duration bin, resulting in apparent average rates that
are due to past or future neutron counts that are close to
the edge of the bin, and losing some information in the
process. Fewer counts per bin will have a better ability to
track rapid changes but will have correspondingly higher
uncertainties for local rates, and will not convey the cor-
rect trend of how the rate changes as the plasma evolves
due to exaggerated rates when a few detection events coin-
cidentally occur close together. A choice of more counts
per bin will result in larger bins that have lower intrinsic
error bars and better show the general trend of how the
rate changes with time but does a worse job at show-
ing a rapid decrease in count rate. Overall N= 5 counts
per bin were close to an optimal compromise for this
method.

2. Tabulating the cumulative neutron count as a function
of time cn(t) =

∑
i H(t− ti), where H(x) is the Heaviside

step function, we then fit a locally low-order piecewise
smoothing polynomial PS(t) to the cumulative data which
is continuous and has continuous 1st derivatives every-
where [59]. Then, the instantaneous detection rate is cal-
culated as ρn(t) = dPS(t)/dt. This will give a continuous
rate that is within the error bars of the average rate determ-
ined by approach 1) but has better ability to localize inflec-
tion points in the full set of data encoded in cn(t). Error
analysis can be conducted via Monte Carlo simulations of
time-dependent Poisson processes (via thinning algorithms,
e.g. [60]) with trial functions λ(t) that specify the expected

21



Nucl. Fusion 65 (2025) 016029 S.J. Howard et al

Figure 16. Monte Carlo simulation of the Poison-process of detection events (thinning algorithm) method to evaluate upper and lower
bounds for source emission rate λ(t) that are consistent with the observed cumulative scintillator signal (black) on the PCS-16 compression
shot.

Figure 17. The PSD-identified neutron count rate scaled by MCNP calibration to neutrons per second emitted from the plasma, for PCS-16
in black, and the average number of neutrons/second/shot, for 66 similar uncompressed shots in the high-density category in blue, and the
58 shots in the low-density category in red. For the aggregate results of these two shot-categories we show both the time derivative of the
smooth polynomial fits to the cumulative yield curves and the constant count box-histogram rate with Poisson uncertainty in the source rate.
We see that before compression the PCS-16 neutron emission rate was in between the two categories and during compression the PCS-16
neutron rate significantly exceeds both categories of shots.

value of the detection rate, each trial function gives rise to
NMC = 200 instances of cumulative detection curves.
The variation present in this set of randomly generated
instances gives a standard deviation measure of what pos-
sible measurements are consistent with that trial function.
The upper and lower trial functions are then varied iterat-
ively until the experimental cn(t) data is maximally brack-
eted above by the one-sigma bound of the lower trial func-
tion and maximally bracketed below by the one-sigma
bound of the upper trial function. See figure 16. The upper
and lower trial functions then serve as an error estim-
ate for the statistically plausible range of true cumulative
neutron counts that are consistent with our measurements.
Uncertainty in count rates can be found by fitting each

Monte Carlo instance of cumulative counts to the smooth-
ing polynomial, then taking its time derivative, and tabu-
lating its variation away from the mean rate at each time.
The inferred rate with error is shown in figure 8. Final error
estimates NMC = 1000 were used to generate the variation
in the neutron count rate.

Once the detection rate and error are quantified, theMCNP-
determined calibration factor is applied to convert the total
count rate from a set of eight scintillators into an inferred neut-
ron yield (neutrons/second) emitted from the plasma source.
In figure 17 the neutron yield vs. time for PCS-16 is com-
paredwith the low-density and high-density aggregates of sim-
ilar control shots. The primary conclusion is that the PCS-16
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Figure 18. Ion temperature inferred from neutron yield and density. Error bands are due to the largest uncertainty in estimating the core
density. Black trace shows the PCS-16 shot and is compared to the aggregate of 66 high-density field shots (in blue), which is representative
of how Ti(t) for the PCS-16 shot would have decayed if it had not been compressed. At the time of liner move the e-folding decay time for
Ti(t) for the high-density average is τTi = 930µs, with a temperature of 545eV at t= 300µs. During the compression, the PCS-16 shot
starts with Ti(300 µs) = 600eV and rises a modest amount to Ti(405 µs) = 629eV before rapidly decreasing below 400eV in the final
phase of the compression.

neutron yield was close to the high-density aggregate average
prior to compression but rose tomore than four-sigma (Poisson
count error for PCS-16) above the average neutron yield for
the uncompressed high-density shots during the compression
period 300µs< t< 465µs.

To calculate the ion temperature required to produce the
measured value of plasma-sourced neutron yield, we generate
a lookup table of neutron yields as a function of Ti and ne at the
plasma core, given a time-dependent Taylor-state model of the
volume enclosed by each flux surface V(ψ̄; t), and assuming a
parabolic profile of Ti(ψ̄), and a plateau profile for nd(ψ̄) given
by the fuel dilution ratio fD ≡ nd/ne times the ne profile given
by (10).

Neutron yield is calculated from Y= 1
4 ⟨σv⟩n

2
d where the

DD reactivity is given by [61] as:

⟨σv⟩= 2.33× 10−14 T−2/3
i exp

(
−18.76 T−1/3

i

)
cm3 s−1

(15)

for ion temperature Ti in keV. The prefactor is 1
4 instead of

1
2 because only half the DD fusion reactions produce a neut-
ron. The volume of the plasma is discretized into 100 flux-
shells with the specified Ti, nd and volume, and the neutron
generation density Y is calculated in each shell, resulting in a
total neutron production after integrating over the volume of
the plasma.

Then, to determine the ion temperature in the experiment,
we combine the measured neutron yield with the measured
electron density. Interferometers measure the chord-average
electron density n̄e from which we infer the core ne. The table
then provides Ti.

We have considered values of fD in the range 0.7–0.9. The
relation between the variables is such that lower values of fD

result in lower values of nd = nefD for a given measurement
of ne. Lower nd values require higher Ti values to achieve the
samemeasured value for the neutron yield. Therefore, to report
the most conservative estimates for Ti we are using the upper
bound of fD = 0.9. We might actually have more impurities
resulting in lower fD, but that would also require correspond-
ingly higher Ti than what we are reporting.

By relating the neutron yield to the ion temperature
we assume a Maxwellian distribution of ion velocities. In
appendix F we discuss why we believe this is a reasonable
working assumption.

The most conservative estimate for the ion temperature
inferred from neutron counts on the PCS-16 shot, assuming
fD = 0.9, is a value of Ti = 600+46

−31 eV at time of the liner
move (t= 300µs), which increases to a maximum of Ti =
629± 50eV at t= 405µs during the compression. Results are
shown in figure 18.

The modest increase in Ti during this rise can be inter-
preted via the compressional heating formula (1). Numerical
variation of χi(t) and integration in time provide a best match
model to experimental Ti(t) as shown in figure 19. The decay
of Ti(t) in the early phase before compression is consist-
ent with χi = 0.52m2 s−1 and initial τEi = (a0/j01)2/χi =
1.19ms. This is with the initial minor radius a0 = 6cm,
and j01 = 2.4048. Therefore, in order for the thermodynamic
model to match the average slope of experimental Ti(t) after
compression starts, it is necessary for χi to steadily increase
to 5.0m2 s−1 at which point the equivalent τEi value would
have decreased to 122µs. Then, at t= 405µs the MHD crash
happens and the χi value briefly jumps up to 13m2 s−1 with
an equivalent initial τEi value of only 47µs. Then, there is a
prompt recovery with χi dropping back down to 6m2 s−1. The
neutron-inferred evolution of ion transport will be compared to

23



Nucl. Fusion 65 (2025) 016029 S.J. Howard et al

Figure 19. Thermodynamic model of the ion temperature using (1). The diffusion parameter χi(t) (red) was varied and numerically
integrated using the PCS-16 compression trajectory C2

R(t) (green) until the best match for Ti(t) was found.

MHD simulation results in section 5.2. Note that in interpret-
ing the ion temperature evolution in this way, χi(t) describes
all cooling mechanisms, and the variation of χi(t) includes the
effects of changes in diffusive transport, changes in ion cooling
by equilibration with electrons, and even changes in transport
barriers that may exist.

Alternatively, the ion temperature during the first 100µs of
compression can be directly fit to the power-law heating for-
mula, which yield a best fit of ϵ= 0.056± 0.006, and with the
compression time τC = 138.8µs implies an average thermal
confinement time of τEi = 143µs, which is close to the value
determined from χi fitting shown in figure 19 which has a
mean value of ⟨τEi⟩= 156µs over the interval [324µs,405µs]
during which power-law heating is expected to be possible.

Equilibration of electrons plays an important role in cool-
ing the ions in the time leading up to compression. Assuming
an ion cooling timescale τ = 930µs that is characteristic of
the high-density aggregate Ti(t) data, and an electron tem-
perature Te = 211eV, we find that the contribution to the ion
cooling timescale due to equilibration with electrons is 2.2ms
implying that the ion cooling timescale due to transport is
τEi = 1.6ms before compression begins. For further details,
see appendix E.

4.7. Evolution of asymmetry in the poloidal magnetic field
during compression

With the results presented in the previous sections, an import-
ant task emerges to provide evidence for the prime cause for
both the gradual increase in ion thermal transport implied
by the neutron data and the sudden drop in electron and ion
temperatures observed by several different diagnostics shortly
after t= 400µs. Fourier analysis of the toroidal modes present
in the poloidal Mirnov data (figure 20(a)) reveals how res-
istive instabilities grow during compression and may explain
why thermal transport changed during compression. We cal-
culate the amplitude of the n= 1,2,3 toroidal modes of the

poloidal field measured in the six R= 54mm (B54) probes
(figure 20(b)), as well as the unwrapped phase of the mode
with the offset of the phase angle at the time of the liner
move subtracted to show a change of phase during compres-
sion (figure 21).

By the time of the liner move at t= 300µs the initial tran-
sient modes of CHI formation are damped out and we are left
with a small amplitude of magnetic asymmetry <1%, which
is comparable to the electrical noise floor of the Mirnov probe
signal. From phase measurements of the n= 1 component, the
initial magnetic mode has a near-constant phase angle, which
is likely due to the drag from the edge field that diffuses into
the conductive wall.

After the compression begins, there is a period of good
symmetry for the first 40µs. Then, a dominantly n= 1 mode
becomes detectable as it slowly increases in amplitude above
the noise floor of the diagnostic, and experiences one e-folding
of growth between t= 340µs and 368µs. Only after reaching
this larger relative amplitude of 2.9% does the mode suddenly
begin to observably rotate in the negative toroidal direction,
with a rotation period of roughly 30µs. There is a general trend
of amplitude growth for the remainder of the compression for
all three mode numbers. During its growth, the magnetic mode
completes a total of 1.79 revolutions before reversing direc-
tion late in compression after the Bpol(R= 54mm) signal has
passed its peak value.

Supportive evidence for this rotation is found in a strong
correlation between the magnetic fluctuations and similar fluc-
tuations observed in the AXUV signal. The AXUV signal has
a smooth rise up to t= 355µs, at which point it experienced a
downturn as part of a periodic dynamic. The onset of notice-
able rotation of the n= 1 mode appears to coincide with the
first minimum point in the AXUV signal. The decline of the
X-ray signal is indicative of the loss of electron thermal energy
from the core of the plasma, which could be triggered by the
magnetic mode passing a threshold in amplitude. At the time
of the first decline of the AXUV signal, the relative amplitude
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Figure 20. Appearance of toroidal n= 1,2,3 modes during compression. In subplot (a) the relative deviation from axisymmetry is shown
for each of the six toroidal locations of Mirnov probes, showing δBpol/Bpol. The relative amplitude of a Fourier decomposition with respect
to the toroidal angle is shown in subplot (b), with n= 1 being the dominant mode growing up from a background of <1%.

Figure 21. Evolution of the phase/2π of the poloidal magnetic n= 1 mode as determined from Fourier analysis of the 6 Mirnov probes at
R= 54mm (blue curve), compared to Te from AXUV ratio (red curve) and AXUV diode current for the 51µm Al filter channel (black
curve). The general observation is a non-rotating locked mode at the <1% level of relative amplitude (see figure 20(b)) at the time of the
liner move, which grows in amplitude without rotating until t= 368µs when the mode begins rotating in the negative toroidal direction with
a period of approximately 30µs, completing 1.79 rotations before reversing direction in the final phase of compression. The Te reading is
nearly constant while the mode is not rotating, and only begins to fall when the AXUV diode signal reaches its first local maximum. The
period of magnetic rotation matches cycle of dips in AXUV diode signal.

of the nonrotating n= 1 mode as measured at the wall is 1.6%.
The subsequent rise in the AXUV signal once rotation begins
could be indicative of a plasma reorganization that temporar-
ily increases energy in the core of the plasma, which could
be compatible with a dynamo action of a rotating n= 1 mode.
The closely matched period of the two processes, magnetic
and X-ray emission, is an indication of some linked mechan-
ism between the core and the edge field dynamics. When a full
cycle of the magnetic mode rotation is completed at t= 398µs
and the AXUV signal reaches its second local minimum, the
n= 1 mode relative amplitude reaches 4.6% in combination

with an n= 2 mode at 2% and n= 3 is just beginning to rise
above the noise at 0.7%. Roughly at the time of this complete
revolution point, the thermal crash is observed in the neutron
yield data, then in the IDS, then in the AXUV ratio Te, and
finally in the Ohmic estimate of Te.

We conclude in general from the experimental data of PCS-
16, that given the evidence of near-constant electron inventory,
which helps rule out significant increase in impurity content
of the plasma as a cooling mechanism, it is fairly convincing
that the observed rise in magnetic asymmetry is a prime cause
of thermal transport increasing during compression. A more
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complete understanding of the plasma dynamics observed in
the experimental data can be gained from comparison with
numerical stability analysis and MHD simulations in the fol-
lowing sections 5.1 and 5.2.

5. Comparison of simulation with experiment

It was shown in the previous section that the compression
behaved well during the first two-thirds of its duration, up
to t∼ 400µs, CR ∼ 1.5, after which there was a signific-
ant change in the transport behavior of the plasma meas-
ured by several independent methods. In this section we
explain the observed dynamics of the PCS-16 plasma with a
combination of simulation and theoretical analysis. We first
present a linear stability analysis (section 5.1) that connects
to the observed evolution of the magnetic field asymmetry
(section 4.7). We then present a three-dimensional MHD sim-
ulation (section 5.2) that illustrates what likely happened to
the plasma during this 400µs transition point as a result of
exhausting the ability to rapidly increase the shaft current
(figure 5) and maintain internal versus external toroidal mag-
netic pressure balance.

5.1. Linear stability analysis

To evaluate the plasma stability before and during compres-
sion, we use a Bayesian reconstruction method to analyze
the Mirnov probe data and generate a series of representative
Grad–Shafranov equilibria. A brief description of this method
is found in appendix C. The equilibria are evaluated for their
ideal and resistive stability at 5 µs intervals before compres-
sion and 20 µs intervals after compression. Due to the shape
of the flux conserver, the last time that we are able to generate
equilibria is 105 µs into compression. However, we will show
in this section that stability is lost before that point.

Once we have equilibria, we analyze the growth rates
of various plasma instabilities with the RDCON [62] and
RMATCH [63] codes. RDCON calculates the resistive MHD
stability based on the method of matched asymptotic expan-
sions in full toroidal geometry, where the plasma is partitioned
into an ideal outer region and a resistive inner region around
each rational q surface. We seek equilibrium states that are
both locally and globally stable. Global stability is approx-
imated by RMATCH by considering the interaction between
the two innermost integer-q surfaces (only if the q profile con-
tains two such surfaces) effectively neglecting integer-q sur-
faces in close proximity to the wall. Using this technique, we
have found compression trajectories for reactor models that
remain stable until fusion conditions are reached [49, 50].

The equilibrium reconstruction shows that the q profile
evolves slowly prior to compression (figure 22(a)). After the
liner starts to move, the profile begins to drop, taking qmin

from 2.2 down to 1.4. Consequently, the magnetic axis drops
through the q= 2 rational surface about 65 µs after liner move.
The only other integer surface in the plasma is the q= 3 sur-
face, which is always close to the LCFS. It is clear that there
is always a reversed shear in the q profile, as the q0 and qmin

are separated, but this is a consequence of the assumed cur-
rent density profile. Poloidal β is always assumed to be 5%, so
pressure has a negligible effect on the q profiles. The assumed
shape of themodel q profile only considers the case of reversed
shear near the core, which may overestimate the occurrence of
instabilities because it does not include the more stable case
of monotonically increasing q profile. Experimental measure-
ments on PCS-16 are not able to distinguish between these
two cases of q shear near the core and so we work with
a more conservative test for instability, which may be an
overestimate.

Both the reconstructed shaft and plasma currents are slowly
dropping prior to the liner moving, but rise during compres-
sion (figure 22(b)). To accommodate the changing geometry,
the Bayesian reconstruction is executed with limited flexibil-
ity in the profiles. Selecting the best approximation, we limit
the shape of the current profile F′, which forced the shaft cur-
rent and qmin to be to be roughly proportional to one another.
Because qmin is more important when evaluating plasma sta-
bility, qmin is fit accurately and the shaft currents of the eval-
uated equilibria are allowed to deviate from the experiment.
Ultimately, the deviation is less than 20% and is deemed an
acceptable approximation to compute the results.

Results of the linear stability analysis are summarized in
figures 22(c) and (d), which show that the plasma was at least
marginally stable until the q= 2 surfaces appeared within the
plasma 65µs after the liner started to move. At this point, a
fixed MHD ideal m/n= 2/1 mode appears with a growth rate
three orders of magnitude faster than the compression rate.
This ideal mode is immediately followed by resistive modes
(both tearing and interchange) that continue until the equilib-
rium is no longer calculable. The resistive growth rate is of
the same order of magnitude as the compression rate, so it is
not likely to be ignorable. Though these results show that the
2/1 mode continues for 20µs, in reality, it is likely that the
instability will cause the equilibrium to quickly evolve to a
configuration with 2/1 islands where the tearing mode will be
able to grow more easily.

This stability analysis agrees fairly well with the other
experimental data. As described in section 4.7, the plasma pol-
oidal magnetic field shows a slowly growing, small amplitude
n= 1 mode after the liner move. The linear stability analysis
does not identify instability with growth rate above the pre-
specified threshold during this time, but that may be due to
the extra constraints required for the reconstructed equilibria.
Around 65 µs after liner move, the phase of the n= 1 mode
suddenly begins to rotate (as seen by the start of the oscillating
phase in theMirnov signal in figure 20(a)), coincident with the
reconstructed q profile passing through the q= 2 surface and
the stability analysis predicts that the equilibrium is strongly
unstable to the 2/1 tearing mode. After this q= 2 crossing,
it is observed that the n= 1, 2, 3 modes continue to grow for
the remainder of compression up to a δBpol/Bpol ∼ 20% level.
Once this transition into more unstable behavior has occurred,
the plasma becomes nonaxisymmetric and the linear stabil-
ity analysis is no longer applicable. We will need to utilize
MHD simulations to provide insight into the dynamics later in
compression.
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Figure 22. Results of Bayesian equilibrium reconstruction and linear stability analysis based on the Mirnov probe measurements of the
PCS-16 shot: (a) Reconstructed safety factor values at the magnetic axis, minimum, 95% poloidal flux surface, and LCFS. (b) Measured
shaft current Iexptshaft, reconstructed shaft current I

recon
shaft , and reconstructed plasma current Ireconplasma. I

recon
shaft is permitted to deviate from Ireconplasma to

optimize the match to qmin. (c) The existence of unstable modes in the reconstructed equilibria as calculated by RDCON. (d) Growth rate of
ideal (red) and resistive (yellow) modes as calculated by RMATCH. The resistive growth rate is applicable to both tearing and interchange
modes. Modes that grow faster than the compression rate are deleterious to plasma confinement.

5.2. MHD simulations to match experimental signals

For MHD simulation of the PCS-16 experiment we use VAC
[39, 64], a versatile framework providing various numer-
ical schemes to solve advection equations in curvilinear geo-
metries. Here, we employ the Total Variation Diminishing
Lax–Friedrich (TVDLF) scheme with a projection method to
keep the magnetic field divergence-free. Resistive evolution
of the plasma is modeled assuming an isotropic resistivity
whose value is equal to the local temperature-dependent par-
allel Spitzer resistivity (the dependence on Zeff is described in
section 14.10 of [65]). Momentum transport is included using
a uniform isotropic viscosity ≈6µPas, with the plasma mass
modeled as being pure deuterium. Temperatures for electrons
and ions are independently evolved and are equilibrated on
a classical time scale. Cross-field heat transport uses inde-
pendent anomalous diffusivity for electron and ion thermal
energy. Note here that the thermal diffusivity parameter χ
as implemented in the VAC transport model differs from the
χE = (a0/j01)2/τE as defined for the analytic circular cross
section model in section 2.1. The model for heat transport
along field lines uses a hyperbolic method for physically real-
istic fast transport. The boundary conditions imposed at the
metal walls include zero flux diffusion, zero mass flux, and a
low plasma temperature. The thermal conduction to the cold
wall results in a cold layer of plasma near the wall.

The simulation is initialized with a magnetic equilibrium
representing the flux surfaces of the precompression plasma,
obtained by solving the Grad–Shafranov equation for the pol-
oidal flux fieldψ(R,Z). Thewall is approximated as a flux con-
server with no frozen-in flux, providing a constant ψ bound-
ary condition. The shape of the current profile is given by
F ′ ∝ 1− 2ψ̄2 + ψ̄3 where F(ψ̄) = rBϕ, and the normalized
flux coordinate ψ̄ is defined to be linear in ψ with ψ̄ = 0 at

the magnetic axis and ψ̄ = 1 at the LCFS. The plasma thermal
pressure p profile is initially p/p0 = 1− 3ψ̄2 + 2ψ̄3

The compression process is modeled by deforming the con-
formal curvilinear mesh as a function of time. In VAC, plasma
compression is interleaved with advancing MHD equations in
time (a form of operator splitting). The geometry is updated
every 100 MHD time steps, which is essentially continuous,
as the time step varies from 5× 10−11 s at the start of the sim-
ulation to 3× 10−12 s at the end. Remeshing is done 32 times
during the simulation to deal with the strong deformation of
the geometry. The meshes are logically rectangular with 50
cells in the radial direction in each mesh. The number of cells
in the axial direction Nz is increased when remeshing, from
Nz = 363 at the start to Nz = 1683 at the end of the simula-
tion, to keep the aspect ratio of the cells near unity. In three-
dimensional simulations, the two-dimensional mesh revolves
about the z-axis and gives 32 cells in the toroidal direction.
Typically, we run the VAC simulation for 100µs before begin-
ning the compression sequence to allow any initial transients
to dissipate. This also provides a time to observe the trends in
resistive flux decay and heat transport that unfold as a model
of uncompressed plasma dynamics.

To provide a simulation that closely matches experimental
Mirnov signals, we conducted a sequence of VAC runs in
which we varied the electron thermal diffusivity χe, both in its
initial value and how it changed during compression. This led
to the development of a representative simulation (run SR981).

Simulation SR981 uses a transport model with nonuniform
electron thermal diffusivity χe(ψ̄), increasing exponentially
with ψ̄ and varying in time during the compression, in order to
improve the agreement with experimental Mirnov signals. The
core value was held constant at χcore = 40m2 s−1 and the edge
value started atχedge = 40m2 s−1 and was increased toχedge =
100m2 s−1 at 300µs (liner move) and to χedge = 200m2 s−1 at
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Figure 23. Distribution of simulated plasma current intensity λ(r,z)≡ µ0J∥/B at high compression, at t= 450µs. At this time a
magnetized plasma daughter toroid is being ejected back toward the gun. The poloidal flux of the ejected toroid is about 1mWb. For
comparison the poloidal flux of the magnetic axis of the compressed plasma is 14.7mWb. The plotted green curve is the poloidal flux
contour 0.7mWb.

370µs. The ion thermal diffusivity is uniform and constant at
χi = 5m2 s−1 (we note that the evolution of the ion temper-
ature is of little consequence in the simulation and this para-
meter is unrelated to experimental observations). The simula-
tion exhibits a thermal confinement time τE ≈ 84µs, imme-
diately prior to compression. For comparison, for the para-
meters of the simulation, the neo-Alcator scaling law gives
τE = 103µs [66].

For SR981 we used the following initial conditions. The
poloidal flux linking the magnetic axis is 17.5mWb. The
shaft current is 521kA. Initial ion density is uniform with
ni = 1020m−3 and, for simplicity, ne = ni. Initial temperat-
ure profiles peak with temperatures at the magnetic axis set
to Te = 200eV and Ti = 500eV. The core plasma pressure
p0 ≈ 11kPa is determined by temperature and density profiles.
Initially, the plasma velocity is toroidal, with angular velocity
proportional to 1− ψ̄, zero near the wall and 30kms−1 at the
magnetic axis. The initial plasma has a toroidal plasma current
199kA and a safety factor profile with q0 = 1.4 and q95 = 5.3.
Resistivity of the plasma uses a value Zeff = 3 chosen in order
to match the precompression decay of the plasma current. We
expect that a neoclassical resistivity model would yield similar
results with lower Zeff.

The shaft current in the simulation is programmed to fol-
low the measured experimental waveform. This sets the tor-
oidal magnetic field value at the gun end of the compres-
sion chamber. The detailed distribution of the current along
the shaft depends on the current flowing from the wall into
the plasma that evolves according to the MHD equations with
flux-conserving boundary conditions.

One of the more dramatic observations that can be made
regarding the simulated behavior is the occurrence of a sig-
nificant MHD event that happens soon after the transition
point in experimental behavior near t= 400µs. When the
externally-applied shaft current ramp reaches its peak, the
resulting toroidal pressure imbalance generates significant
currents in the edge plasma and ejects a ‘daughter toroid’
back into the gun, as anticipated by simpler considerations
described in section 2.2. Figure 23 shows a frame from the
simulation at the moment of ejection.

This phenomenon is experimentally observed in the time-
evolution of the signals from the four poloidal measurement
positions of the Mirnov probes in the chamber, shown in

figure 24. Solid traces are experimental signals and dashed
traces are synthetic. The key evidence for this daughter tor-
oid ejection is in the B31 Mirnov trace, which rises between
400 and 450 microseconds. At this time, the plasma should
be receding from the probe location if the poloidal field were
fully trapped by the converging wall into a decreasing volume.
However, the experimental signal from the B31 Mirnov probe
arises over this time period, as does the synthetic trace.

The ability of the experiment to produce and diagnose these
phenomena, as occurs in the simulation, is a significant part of
fulfilling the goal of PCS-16 to improve our understanding of
the plasma behavior when the external shaft current ramp falls
below internal toroidal pressure, as seen in figure 5.

The impact this ejection event had on the plasma thermal
confinement is fairly clear in experiment. At the time of ejec-
tion, there is a 4.6%n= 1 mode, which would mean the
release ofmagnetic energy into the daughter toroid is not going
to be a perfectly axisymmetric process, likely to provide a fast
growing ideal instability of the plasma boundary beyond what
was considered in the linear stability analysis of section 5.1.
We only had one toroidal probe location at the R= 31mm
position so there was no direct measurement of how asym-
metric the ejection was, however we have all the remaining
diagnostics showing rapid energy loss following the onset of
this event. The VAC simulation shows the ejection as a toroid-
ally symmetric extension of the edge of the main plasma, and
while there is some energy loss involved, it is much less than
disruptive than what is seen in experiment.

As an example of how the flux ejection is less disruptive in
the simulation, the height of the peak on the Bpol(R= 54mm)
curve (red) in figure 24 is higher in the simulation than in
experiment. This suggests a faster decay of plasma current
and poloidal flux in the experiment compared to the sim-
ulation, as previously described in section 4.3. In addition,
the three-dimensional simulation did not reproduce the n= 1
mode observed in the experiment (figures 20 and 21). The
simulation did develop a small n= 1 instability, but later, at
t≈ 457µs. A difference in the q profile between simulation
and experiment may be the reason for this discrepancy. It is
also possible that 32 cells in the toroidal direction are not suf-
ficient to fully capture localized distortions in the magnetic
flux to provide pathways for energy to reorganize within the
simulation.
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Figure 24. Comparison of Mirnov probe readings of poloidal magnetic field from the PCS-16 experiment (solid) and three dimensional
MHD simulation (run SR981, dashed). The inset plot shows the location of the Mirnov probes on the shaft and contours of poloidal flux on
the pre-compression poloidal cross section. The simulation used a transport model with electron thermal diffusivity varying as described in
the text, the key times and values are indicated on the plot. The increasing poloidal field on the B31 Mirnov probe (magenta curve), due to
the developing ejection of a magnetized plasma daughter toroid, is indicated on the plot.

Given the ability of MHD simulations to reproduce flux
ejection events in the form of a daughter toroid the con-
sequences for thermal confinement of the core plasma of this
event are relatively smaller in the simulation than in the exper-
iment and stand as an important distinction between the sim-
ulation and experimentally observed behavior. The interpret-
ation that seems most plausible is that VAC correctly captures
the 2D nature of this free boundary instability, and as a res-
ult of being closer to an axisymmetric state it suffers less of
an impact on the simulated thermal confinement at the core.
The experiment seems to be contrapositive to this lack of sym-
metry during the ejection that caused a significant impact of
core thermal confinement.

The primary result of this detailed study of the mechan-
ism of toroidal pressure imbalance causing this daughter toroid
ejection event is that we see clear ways to avoid this happening
in future MTF designs. The fact that the PCS-16 plasma com-
pression maintained good axisymmetry during the first two-
thirds of compression while the external shaft ramp was act-
ively maintaining toroidal pressure balance demonstrates that
active control of shaft current is an effective means of stabil-
izing this nonlinear free-boundary perturbation.

The simulations can also be used to understand the relative
size of heating and cooling mechanisms in the early phase of
PCS-16 compression. Figure 25 shows that the cooling of ions
by collisions with electrons rises during compression, over-
all remaining similar in magnitude to the heating power due
to compression. The initial rapid increase in the cooling is
not intrinsic to compression but rather is due to the change
in electron transport that was imposed in the simulation at
t= 300µs in order to better match the Mirnov data. Increasing

Figure 25. Comparison of heating and cooling mechanisms in the
simulation (VAC run SR981). Electron compressional heating
(blue), ion compressional heating (red), Ohmic heating (black) and
ion cooling by equilibration with electrons (green dashed). During
compression the equilibration cooling increases to remain similar in
magnitude to compressional heating.

density also plays a role in increasing the cooling power of
collisions. The evolution of electron transport undoubtedly
differs in the experiment, but the basic picture may be sim-
ilar. The experimentally determined χi(t), an effective trans-
port coefficient that includes collision cooling of ions, also
shows a rise during early compression. This rise may be due
to degradation of electron confinement due to increasingMHD
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Figure 26. Effective ion thermal diffusivity χi as a function of time.
Blue: simulation VAC-SR981, shows the cooling power applied to
ions by equilibration with electrons as an equivalent diffusivity.
Red: PCS-16 experiment, shows the holistic value determined from
PCS-16 experimental data, from figure 19. Changes in electron
transport, imposed step wise in the simulation at 300µs and 370µs,
give rise to rapid increase in ion cooling power.

activity and consequent enhancement of collisional cooling of
ions. Figure 26 compares the experimental results in the equi-
libration cooling power in the simulation.

6. Improvements for future devices

The observed, heightened transport during the PCS-16 com-
pression has the following root causes: marginally stable ini-
tial q-profile, electron-ion temperature difference, insufficient
initial τE, and eventual imbalance of the toroidal magnetic
pressure. For each of these causes, we will now detail the path-
ways leading to heightened transport and describe steps that
can be taken to improve performance in future plasma com-
pression experiments. With these improvements, demonstra-
tions of significant heating to fusion conditions becomes feas-
ible in the next step of this line of research.

Initial q-profile: Early time growth of the n= 1 mode to more
than 1% of the total field, as discussed in section 4.7, can
provide a pathway to increased electron thermal transport
through stochastization of the magnetic field [67, 68]. The
occurrence of the observed n= 1 mode was most likely a
consequence of the initial q-profile of the plasma at the
start of compression being marginally stable to resistive
tearing modes. To deal with this mechanism, a more stable
configuration can be created with proper choice of ini-
tial q-profile. Recent theoretical work ([50], for example)
explored how the stability of plasma compression depends
on the q-profile and pointed out the requirement to operate
in a particular range of q. Fine control of the q-profile can
be accomplished on a fast-CHI device by adjusting the rate
at which currents are applied to the formation electrode
and the center shaft during CHI formation (as described

in section 3.2), as well as by adjusting the axial distri-
bution and total amount of poloidal flux in the Marshall
gun, and lastly with the shaft current at the start of com-
pression (by changing either the peak shaft current or time
that compression starts). Optimization of the CHI form-
ation dynamics, combined with MHD stability modeling
and accurate equilibrium reconstruction of experimental
plasmas can be applied to improve the initial magnetic
geometry used in future experiments to avoid instabilities.

Electron-ion equilibration: On PCS-16, electrons were sig-
nificantly cooler than ions, which provided a pathway for
ion cooling at a rate which was proportional to plasma
density. This temperature difference between the two pop-
ulations is caused by a number of factors. The initial
plasma just after CHI formation begins with relatively hot
ions. We believe this is due to the rapid stagnation of CHI-
driven flows as the Alfvénic plasma flow abruptly comes
to rest within the target chamber. Due to the mass dif-
ference between electrons and deuterium ions (a factor
of 3670), the forward kinetic energy of the plasma during
ejection from theMarshall gun is converted to a significant
average thermal particle velocity for the ions after stag-
nation, yet it amounts to an insignificant thermal energy
increase for the electrons. This ion heating mechanism is
well known in the compact torus community [6, 69], as
is the fact that magnetic reconnection also preferentially
energizes the ions [6, 43]. Thus, just after forming, the
ST plasma can have a relatively cool electron temperat-
ure of a few tens of eV, while the ions can begin near
1keV (PCS-16measurements shown in figures 12 and 18).
Ohmic decay of the high initial plasma current rapidly
heats the electrons. However, it does not bring them fully
up to the ion temperature. Also, due to the small overall
size of the PCS-16 device, the electron energy confine-
ment time (τEe = 52µs, section 4.4) is short compared to
the ion energy confinement time and ion-electron equilib-
ration time (τEi = 1.6ms and τeq = 2.2ms, section 4.6).
There was no external heating of electrons used to com-
pensate for these effects. This issue of Te ≪ Ti can be
avoided in several ways. Future devices that have an ini-
tial radius at least a factor of ≈3 times larger than the
SPECTOR/PCS-16 design will naturally result in a longer
electron energy confinement time, providingmore time for
ion-electron equilibration to occur. Likewise, operating at
higher density to make a faster ion-electron equilibration
time will bring the temperatures together before compres-
sion begins. Lastly, RF heating the plasma prior to com-
pression can raise the electrons’ temperature to that of the
ions. Hotter electrons would also slow the growth of res-
istive instabilities, generally enhancing confinement.

Increased initial τE/τC: PCS-16 compression time was only
comparable with initial overall energy confinement time of
the plasma, not several times faster as would be required
to expect significant heating. One important consideration
with this third issue is that compression speed could be
increased for the same size of device by using a thin-
ner solid liner wall, however if the liner is too thin it
would become more prone to buckling. Alternatively a
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lighter and softer material could be used to get faster com-
pression, such as pure lithium rather than aluminum, but
with some added practical complications of mechanical
handling and providing structural integrity against a vacu-
um/atmosphere pressure difference. Also, simply going
to a larger device size can help this heating ratio as the
energy confinement time generally scales at least as fast
as τE ∼ R2 [65, 66] while the compression time scales like
τC ∼ R/vave, with maximum average velocity vave that is
only weakly dependent on the device size. This constant-
velocity scaling is useful because it preserves drive pres-
sure and rotational stress (the case of a rotating fluid liner)
for the same trajectory; this helps maintain engineering
feasibility. Therefore the ratio that determines expected
heating would follow τE/τC ∼ R or even faster. Overall
there are several engineering routes to increase this heating
ratio for future plasma compression experiments.

Control of toroidal magnetic pressure balance: The final
effect to be considered here of the ‘disruption-like’ ideal
instability of the daughter toroid ejection event, which
was likely large enough in asymmetric perturbation amp-
litude at the core of the plasma that both ion and elec-
tron confinement would be directly affected, thus provid-
ing a pathway to rapid cooling. The primary cause of this
event was an imbalance in the toroidal magnetic pressure
due to shaft current falling below the predicted necessary
value, simply due to the choice of capacitor bank size.
However, in future designs it is straightforward to have a
larger external power supply that can apply a shaft current
ramp extending deeper into compression. It may also be
feasible to engineer a liner trajectory which results in the
formation of a fully closed poloidal circuit when it contacts
the center shaft, thereby disconnecting the plasma region
from any external volume into which anything could be
ejected, naturally maintaining toroidal flux conservation
within the fully closed compression region. A rotating
liquid metal liner naturally allows for some independent
control of fluid velocity at the point of contact with the
shaft, better enabling a ‘soft’ contact that does not result
in jetting events. Choice of a shaft geometry with con-
ical features near the ends can allow this first point of
electrical contact to happen early in compression at larger
radius rather than late in time when the contact speed is
higher.

Careful experiment design informed by accurate modeling
can address all four of these factors, thereby reducing trans-
port and increasing heating. Future progress in MTF research
will depend on coupling resistive MHD, fluid and structural
dynamics simulations tomodel realistic dynamics during com-
pression. Many of the dynamics needed to calibrate such sim-
ulations were directly observed for the first time in PCS exper-
iments. We now have the understanding needed to navig-
ate around these instabilities so that future MTF devices can
be optimized to achieve significant heating and demonstrate
fusion conditions.

7. Concluding remarks

In this work, we demonstrate how a high-performance com-
pact ST plasma can be compressed within an imploding metal
liner in a well-diagnosed subscale exploratory plasma physics
experiment that provides a foothold in a new regime of fusion
research. The PCS-16 experiment demonstrated compression
that was significantly faster than the plasma resistive decay
time, maintaining a significant fraction (∼77%) of its initial
poloidal flux up to a compression factor of CR = 1.91 and at
least∼30% of its flux up to a compression factor ofCR = 8.65.
With proper lithium coating procedures and well-engineered
implosion dynamics, we were able to increase the plasma
density during compression consistent with a particle con-
finement time significantly longer than the compression time,
τp ≫ τC. Impurity ingress to the core of the plasma remained
below our detection limit throughout the compression.

Poloidal magnetic field and plasma temperature (Te, Ti)
measurements during the first two-thirds of compression
were consistent with electron heating from a combination
of compression-enhanced Ohmic heating and compressional
heating, which together approximately matched cooling due
to transport and radiative losses. Compressional heating of the
ions was nearly balanced with cooling. Modeling this cooling
as a transport diffusivity χi, we found it began small, but then
grew slowly in correlation with the observed growth of the tor-
oidal n= 1 asymmetry, as well as with the trend of increased
cooling due to equilibration with the colder electrons as the
plasma density increased during compression. In section 6, we
described feasible strategies for overcoming the mechanisms
for these transport pathways, thereby enabling compressional
heating to dominate the power balance in future MTF devices.
The primary improvements we recommend are as follows: (1)
to optimize the initial q-profile to better avoid resistive and
ideal instabilities, (2) to generate a plasma with Te = Ti at the
start of compression to avoid electron collision as a cooling
mechanism for the ions by increasing the device radius or other
possible methods, (3) to minimize compression time so that
τE/τC is maximized by using a lighter liner material such as
lithium and (4) to maintain toroidal magnetic pressure balance
between the ST plasma and the Marshall gun actively via a
sufficient external current supply and/or passively via a well-
engineered liner contact that fully encloses the plasma com-
pression volume.

Direct observation of MHD behavior during plasma com-
pression, combined with predictive simulations and the-
ory, provides highly valuable guidance for advancing the
intermediate-timescale MTF approach being developed by
General Fusion. As described in sections 4.7 and 5.1, the slow
n= 1 mode growth observed during compression is qualit-
atively in agreement with a linear stability analysis, which
predicts crossing through an ideal instability at qmin = 2 at
the time the n= 1 mode begins to rotate in the experimental
plasma and the AXUV signals begin to oscillate. Shortly
after the time (t= 385µs) when we expected an axial dis-
placement instability or daughter toroid ejection caused by an
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externally applied shaft current falling below the balance point
with internal plasma toroidal field pressure (section 5.2), we
observed direct evidence of this predicted plasma displace-
ment in the magnetic probes. Several independent measure-
ments indicate rapid loss of plasma thermal energy imme-
diately following this MHD event, as covered throughout
section 4. The analysis of plasma dynamics on PCS-16 indic-
ates that optimizing the initial plasma q-profile and main-
taining toroidal magnetic pressure balance with the external
volume are essential requirements for thermal confinement
during compression. As detailed in section 6, we have prac-
tical methods for implementing these improvements in future
devices.

PCS-16 and the PCS experimental campaign have demon-
strated that significant volumetric compression of an ST
plasma is practical to explore with experimental fusion
devices. In light of these results, we believe that next-
generation MTF demonstrations can achieve more stable
plasma compression and reach greater fusion yields. Linear
stability analysis of other compression geometries shows that
MHD-stable compression is possible when the initial plasma
q-profile is correctly selected [49, 50]. The good agreement
of simulations with PCS-16 lends confidence to the applicab-
ility of these analyses to designing larger scale MHD-stable
MTF systems. Liquid metal liners and solid liners in altern-
ate configurations, have the ability to close the poloidal cir-
cuit surrounding the main plasma toroid at some time early
in compression, thereby disconnecting from the inductance
of the Marshall gun and eliminating the need for an external
shaft current ramp beyond the initial stages of compression.
Drawing from the experience of PCS experiments and other
devices, the next phase of larger MTF experiments is planned
with a reusable compression system comprising a solid lithium
liner to be compressed by high power theta-pinch coils. An
electromagnetic compression driver will allow a larger initial
ST plasma radius than what is practical in a highly explos-
ive driven implosion. Larger initial size is also enabled by
compressing the liner via a theta-pinch rather than a Z-pinch
approach. Increasing the radial scale of the device by a factor
of 5 to approach the scale of a demonstration reactor will
improve the initial thermal energy confinement time τE by a
factor of 25 or more, while for constant liner launch velocity
the compression time τC scales roughly proportional to radius.
This improves the τE/τC ratio at least five-fold, with a corres-
ponding increase in the expected heating exponent ε of the
thermal scaling law through the relation (3). At larger radial
scales, the electrons and ions can be allowed to come further
into thermal equilibrium before compression. In addition, a
reusable compression system will enable more compression
shots to be completed with the same hardware and provide
better diagnostic access, both of which improve the ability to
learn from these experiments. These next-generation experi-
ments will be another significant step toward demonstrating
that MTF is practical and commercially viable as an energy
production technology.
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Appendix A. Derivation of MTF scaling formula

The general form of the compression-diffusion equation can
be stated in terms of the convective time derivative of entropy,
for general adiabatic index γ,

d
dt

( p
nγ

)
=

1
nγ

∇· (nχE∇T) . (16)

Modeling the torus as a periodic cylinder with minor radius
a(t) = a0/CR(t), we useminor-radius coordinate ρ, we obtain:

d
dt

( p
nγ

)
=

1
nγ

1
ρ

∂

∂ρ

(
ρ nχE

∂T
∂ρ

)
. (17)

Simplifying this with γ = 5/3, p= nT, and assuming no loss
of plasma particles (n∼ C3

R) and spatially uniform density we
have:

d
dt

(
T(ρ, t)

C2
R (t)

)
=

1
ρ

∂

∂ρ

(
ρχE

∂

∂ρ

(
T(ρ, t)

C2
R (t)

))
. (18)

With spatially uniform (but possibly time dependent) value of
χE , this has a closed-form, self-similar solution that enables
exploration of the compression dynamics:

T(ρ, t) = T0 C
2
R(t)exp

(
− j201
a20

ˆ t

0
χE(t)C

2
R(t)dt

)
J0

(
j01
a0
CR(t)ρ

)
,

(19)

where j01 = 2.4048 is the first zero of the Bessel function J0,
and T0 is the central temperature at t= 0. This is the general
result shown in section 2.1 (1).
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Setting CR(t) = 1 and with constant χE , gives the case of
no compression:

T(ρ, t) = T0 exp

(
− j201χE

a20
t

)
J0

(
j01
a0
ρ

)
= T0 exp

(
− t
τE

)
J0

(
j01
a0
ρ

)
. (20)

Where the thermal energy confinement time must be related to
χE via:

τE =

(
a0
j01

)2 1
χE

. (21)

For the case of when χE is constant we can find a traject-
ory where the general formula (19) reduces to a simple power
law form T0 CϵR, analogous to the adiabatic case, but with an
exponent ε< 2 that corresponds to realistic losses. The time-
dependent part of (19) can be rewritten:

T(t) = T0 C
2
R (t)exp

(
− 1
τE

ˆ t

0
C2
R (t)dt

)
≡ T0 C

ϵ
R (t) . (22)

The exponential term can be manipulated as:

exp

(
− 1
τE

ˆ t

0
C2
R (t)dt

)
= Cϵ−2

R (t)

1
τE

ˆ t

0
C2
R (t)dt= (2− ϵ) lnCR (t)

1
τE
C2
R (t) = (2− ϵ)

dlnCR (t)
dt

= (2− ϵ)
1

CR (t)
dCR (t)

dt
, (23)

yielding a differential equation for CR(t) as:

dCR (t)
dt

=
1

(2− ϵ)τE
C3
R (t) . (24)

This has a solution of the form:

CR (t) =

(
1− t

τC

)−1/2

, (25)

where τC is the time at which the characteristic radius goes to
zero. Through (24) that time has a value of

τC =
(2− ϵ)τE

2
. (26)

From this result (4) and (3) are simple rearrangements.
This solution, corresponding to R(t) = R0

√
1− t/τC, has

the general characteristic common to many liner compression
concepts where the inner surface of a metal liner is accelerat-
ing inward at an increasing rate with time due to conservation
of metal volume as it is compressed.

In general, there will always be an analytic formula for tem-
perature evolution (19) when R(t) = R0

√
f(t) where 1/f(t) is

analytically integrable. We have explored a class of trajector-
ies of the form:

R(t) = R0

√
1−

(
t
τC

)N

, (27)

whereN= 1 is the case of power-law heating described above,
andN= 2 is an elliptical trajectory which has slower compres-
sion in the early phase and faster compression towards the end.
This elliptic trajectory also gives an exact formula for temper-
ature versus time:

T(t) = T0

(
1− t 2

τ 2
C

)−1(
τC + t
τC − t

)−τC/2τE
. (28)

For N⩾ 3 the analytic expression becomes sufficiently com-
plicated that it is easier to evaluate (19) numerically. Overall,
in terms of minimizing the required ratio τE/τC to achieve
a specified amount of temperature increase (when total
energy applied to compression is held constant), the N= 1
case yielding the power-law temperature scaling is optimum
for this class of trajectories. The PCS-16 compression is
closely approximated by the N= 1 trajectory CR(t) = (1−
(t− t0)/τC)−1/2 with a best fit parameters of t0 = 324± 1.7µs
and τC = 139± 1.8µs.

For completeness we also include the general formula for
Ohmic heating power and compressional heating power for the
power-law heating case of T∼ CϵR

PΩ = η

(
ψ0λ

2
0

µ0

)2(
a20

2Raxis (0)

)
C3−3ϵ/2
R (t)

× exp

(
− 2
τψ 0

ˆ
C2−3ϵ/2
R dt

)
, (29)

Pcomp = 3⟨n0T0⟩VV0C
ϵ−1
R (t)

dCR

dt
, (30)

with parameters as defined in section 2.1.

Appendix B. Neutron yield calibration by MCNP
simulation

To simulate the scattering and detection of 2.45MeV neut-
rons as they pass through the experimental system, we use
the Monte Carlo N-Particle (MCNP) code [58]. The neutron
source used in the simulation is localized to a small toroidal
region near the core of the plasma. Each simulation recor-
ded the collision history of 4× 107 neutrons emitted isotropic-
ally from the source in random directions. An accurate three-
dimensional model of the experimental device and support
structure was created, shown in figure 27, with three differ-
ent versions of the model for the different modes of operation:
in the lab, in the field without high explosives, and in the field
with high explosives, which differed in the presence of low-
Z scattering structures near the plasma vessel, with resulting
calibration values shown in table 2. These simulations include
geometric fall-off with distance, shielding, secondary nuclear
reactions, back-scattering from any possible structures in the
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Figure 27. Geometry of the MCNP field model: The neutron source is a magenta toroid surrounding the narrowest portion of the shaft.
Carbon steel used for the ferromagnetic shaft components and container reinforcement structure (hollow box beams) are shown in gray.
Stainless and aluminum components are slate blue and mint green, respectively. Copper electromagnets are shown in orange. Ceramic rings
are shown in pink. A bundle of plastic-sheathed wiring is approximated as a large red torus. A G-10 composite fiberglass plate used to
redirect the shockwave is forest green. Sand bags are shown as pale yellow. This radial cross section cuts through a scintillator, shown in
bright yellow, that is suspended inside a lead box, shown in dark gray. The geometry of the MCNP model is fully three-dimensional and an
accurate representation of the distribution of materials used in the experiment.

system as well as the detection efficiency within the scintil-
lator fluid itself. Special post-processing routines were written
to model the behavior of the neutron-proton collisions within
the scintillator fluid to generate a synthetic pulse height spec-
trum for each scintillator for comparison in experimental spec-
tra. Direct experimental absolute calibrations of the scintillator
neutron detection efficiencies using the Am-Be source at the
TRIUMF nuclear physics lab were used to confirm thatMCNP
simulations were accurately predicting detection efficiency.

We have used these MCNP simulations to determine an
overall neutron yield calibration from the set of scintillator-
specific sensitivity calibrations, by the followingmethod. Each
experimental detector count rateNexp

i for detector iwas used to
determine an estimate of neutron yield from the plasma source
Yexp
i as:

Yexp
i = Ci (Ethr)N

exp
i (E⩾ Ethr) , (31)

using the calibration factor Ci(Ethr) where Ethr is a minimum
energy threshold for a neutron detection event. The detector-
specific calibration is determined from the local tallies of pro-
ton collisions within the MCNP simulated scintillator, Nsim

i
and depends on the minimum threshold Ethr for including a
collision in the count. This calibration factor is:

Ci (Ethr) =
Y sim

Nsim
i (E⩾ Ethr )

, (32)

where there are Y sim = 4× 107 neutrons in the final simula-
tions used for these calibrations. Due to the complexities of
the scattering geometry, the values of Yexp

i will vary in practice
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Table 2. Scintillator overall sensitivity calibration factor Call for the
different machine configurations as calculated by MCNP. The
addition of low-Z materials near the plasma source, i.e. sandbags,
structural foam, and HE, causes additional scattering which reduces
the number of neutrons detected for the same given number emitted
by the plasma.

Configuration Call(E⩾ 1MeV)

Laboratory 936.75± 10.3
Field, no HE 1218.5± 13.5
PCS with HE 1727.5± 19.1

from one scintillator to the next, and so it is reasonable to
compute a weighted average calibration where the weighting
factors Wi are determined by each detector’s sensitivity,

Wi = 1/Ci (Ethr) . (33)

Then the weighted average of the implied total yield is:

⟨Yexp ⟩W =

∑
i WiYexp

i∑
i Wi

. (34)

In the numerator the Wi’s and Ci’s cancel and we have :

⟨Yexp ⟩W =

∑
i N

exp
i (E⩾ Ethr)∑

i Wi
≡ Call

∑
i

Nexp
i (E⩾ Ethr ) ,

(35)

and we calculate the overall calibration Call from the MCNP
simulation results by inverting this relation to obtain:

Call ≡
Y sim∑

i N
sim
i (E⩾ Ethr )

. (36)

We can estimate the statistical error in this MCNP calib-
ration by analyzing a data set which had the run of 4× 107

neutrons separated into 40 separate output files of counts from
106 neutrons each, the number of neutron detections (of all
energies) were summed separately for each detector within
each 106-neutron run. Then for each scintillator, the standard
deviation was evaluated for the 40-element set of mean count
values for the 40 simulations, which was interpreted as the
standard error of the mean count for the case of Y sim = 106.
Let σµ(Y sim) denote the standard error of the mean for a
given number of source neutrons used in an MCNP simula-
tion. We relate this standard error from the Y sim = 106 case
to the Y sim = 4× 107 case by σµ(4× 107) = σµ(106)/

√
40.

Thus, evaluating the high ()H and low ()L cases of number
of hits per detector for each scintillator we have:(

N sim
i

)
H
= ⟨N sim

i ⟩+σµ
(
106

)
/
√
40 , (37)(

Nsim
i

)
L
= ⟨N sim

i ⟩−σµ
(
106

)
/
√
40 , (38)

with ⟨N sim
i ⟩ being the mean value of all the 40 numbers for

counts from 106 neutrons emitted from the source, for the

ith scintillator. Finally, a total calibration can be calculated
according to (36) using the low and high values for the pos-
sible average counts including statistical errors.

For the MCNP run that was subdivided for this ana-
lysis, the source calibration values were a mean value
for the field configuration calibration ⟨Ci⟩= 809.507, a
lower limit (Ci)L = 106/(N sim)H = 800.66, and a high limit
(Ci)H = 106/(N sim)H = 818.54 for scintillator ID number
i= 9 through 16. (Note that scintillator SC8 was only used
for laboratory calibration, and not for plasma compres-
sion in the field.) Then the symmetric error estimate is
[(Ci)H − (Ci)L]/2= 8.9, a relative error of 1.1%.

The resulting configuration-specific calibration factors (36)
are determined from three different MCNP simulations of the
different machine configurations (each with Y sim = 4× 107)
and are given in table 2 and are applied to the sum of neutron
detector counts with E⩾ 1MeV for scintillators 9 through 16.
As the various MCNP simulations differ only by small details,
this error analysis derived from one run was taken to be indic-
ative of the statistical error on the calibration factor for any
MCNP simulations of the device with 4× 107 neutrons from
the source, and the same error of 1.1%was used to characterize
those results.

During the PCS-16 compression, only∼100 neutron detec-
tion events were measured. The 1.1% error described above
is relatively small compared to the Poisson noise on such
a small count. For this case, the error estimate is based
on doing a set of Monte Carlo simulations (described in
section 4.6) using the previously established overall calibra-
tion factors for detector sensitives. These gave a relative error
on estimating source yield (n/s) in the range of ±11%–4%
for the PCS-16 shot, so for inferring the source yield from
the detector data in this work we only use the largest of these
errors.

For the 66-shot high-density aggregate of in-field
formation-only shots, statistical Poisson noise will be roughly
1/
√
66 smaller than for a single shot. This reduces the relative

error on the aggregate from 11% on a single shot to 1.35% on
the aggregate, which is comparable to the MCNP calibration
error. However these are both insignificant compared to the
50% error on core density, which gives rise to a 13% error on
final estimate of ion temperature at 300µs.

The reason why we calculate the calibration using the
threshold of Ethr = 1MeV is because the PSD method has an
increasing rejection rate as pulse energy is decreased below
that energy, with no ability to detect neutrons with E<
0.5MeV. We determined this threshold by comparing experi-
mental and simulated pulse height energy spectra. To determ-
ine a total number of neutrons emitted from the source dur-
ing t< 750µs, the MCNP-determined value of Call(1MeV)
was applied to the PCS-16 data for total cumulative count for
pulses E⩾ 1MeV, giving a total of 114015 neutrons. A new
calibration was then found to include pulses of any energy,
by making it agree with the cumulative total neutrons emit-
ted from the plasma. For the PCS-16 data we found Nexp(E⩾
1MeV) = 66 PSD-identified neutron detections, andNexp(E>
0MeV) = 103 PSD-identified neutron detections. Thus, with
the calibration for neutrons of energy above 1MeV as
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Call(1MeV) = 1727.5 (table 2, ‘PCS with HE’) the calibra-
tion for neutrons of all energies Call(0MeV) is

Call (0MeV) = Call (1MeV)
Nexp (E⩾ 1MeV)
Nexp (E> 0MeV)

= 1106.94 .

(39)

With this low-energy calibration we are able to include all
PSD-identified detection in the neutron yield curves shown in
figures 17 and 16. Where required, calibrations for the other
two physical configurations listed in table 2 were calculated in
the same manner.

Appendix C. Bayesian equilibrium reconstruction

The magnetic geometry and internal profiles of the plasma
are not directly measurable, but can be estimated by find-
ing a best match to surface magnetic measurements provided
by Mirnov probes, which is generally referred to as equilib-
rium reconstruction. We developed a Bayesian reconstruction
method [55] to match the Mirnov probes measurements at a
given point in time to a large pre-computed table of Grad–
Shafranov (GS) equilibria [44]. Each equilibrium is assigned
a probability based on the difference between the forward-
modelled magnetic fields and the Mirnov probe measure-
ments, taking into account probemeasurement errors. The out-
put is a probability density function for each pre-tabulated
physical quantity, such as poloidal flux or q profile.

Separate tables of GS equilibria are needed for each snap-
shot in time to account for the changing wall geometry and
ψwall boundary conditions. For PCS-16 we have one GS table
for the uncompressed geometry and six tables based on the
compressed wall geometry starting at t= 305µs and advan-
cing in 20µs increments. Before compression begins, we com-
pute reconstruction outputs every 5µs using the GS table from
the uncompressed geometry. After t= 405µs the liner is at a
smaller radius than the gun, so the GS solver could not con-
verge on equilibrium solutions. Hence the final phase of com-
pression was not possible to analyze using this solver without
making further assumptions about the plasma geometry.

The equilibria are calculated with the CORSICA
solver [70], assuming no current outside the LCFS and neg-
ligible plasma pressure. The plasma current profile is con-
strained to be of the form2

2π
dF
dψ

=
µ0Jϕ
Bϕ

= λ0 exp
[
2ψ̄2 − (yc+ 2) ψ̄12

]
, (40)

where the free parametersλ0 (in inversemeters) and yc determ-
ine the value of normalized current density at the magnetic
axis and the internal inductance of the plasma, respectively.
The table of equilibria is created by scanning over the expec-
ted range of λ0 and yc and storing the plasma parameters and

2 This form for the current profile, which we have found to be a useful para-
meterizaton, does not have a previously published source that the authors are
aware of. It appears to first occur in the CORSICA source code, along with a
comment attributing it to William M Nevins.

magnetic field values at the probe locations. This form was
chosen for the current profile because it has few variables and
reduces the time and disk space required to store the equilib-
rium data. Also, for an equilibrium fit to be determined by
the four Mirnov probe measurements (toroidal average of sig-
nals at each of the four poloidal positions), the profile model
must have fewer than four parameters, so we prioritized the
two parameters that had the highest correlation to measurable
variation in magnetic field strength at the outer boundary of
the plasma.

One consequence of the chosen form of the plasma current
profile is that it forces the q profile to have some reversed shear
near the magnetic axis, which creates the conditions for resist-
ive instability when integer q surfaces appear in the core. The
presence or non-presence of the moderate level of reversed
shear implicit in this model is not determined by the set of
measurements we have on the PCS-16 plasmas. The physical
parameters that this model can determine with good accuracy
are the total toroidal plasma current and the internal induct-
ance of the plasma (equivalently described by the centroid of
the dF/dψ̄ profile), which together provide an estimate of the
poloidal flux of the plasma, as described in section 4.3. Overall
the Bayesian reconstruction for PCS-16 has a relative error in
comparison to Mirnov probe values of 5%–7%.

Appendix D. Electron temperature lower bound
from poloidal flux decay

From the loop voltage V= dψ/dt determined in the Mirnov-
corrected VAC method of section 4.3 we can infer a resistiv-
ity at the magnetic axis, which we can then combine with an
estimate for Zeff to determine an implied electron temperature
through the Spitzer formula [61, 65]. Neoclassical corrections
are not applicable to the magnetic axis of the plasma where the
resistive flux cancellation is occurring, so a Spitzer model of
resistivity is sufficient. On the other hand, the current density
at the magnetic axis might be locally enhanced at the mag-
netic axis due to surrounding higher (neoclassical) resistiv-
ity. Furthermore, resistive decay of edge currents can cause
the profile to become increasingly peaked with time, which
would result in lower magnetic signals at the wall even if pol-
oidal flux was perfectly conserved at the core. Therefore this
estimate of Te(t) will be a lower bound, which pessimistically
assumes that apparent reduction of relative signal at the wall is
due entirely to resistive flux loss at the core of a simple current
profile.

The resulting lower bound for electron temperature can be
seen in figure 28, shown for the case of Zeff = 3. The res-
ulting temperature estimate has several interesting features.
Before compression begins the initial decay of Te(t) has a
time constant of τTe = 372µs. Then during the early phase
of slowly accelerating compression until t= 324µs we see
a trend of Te decreasing from initial value of 104 eV at the
time of liner move, down to 89.7eV when the compression
begins to accelerate faster. Once in the faster phase of com-
pression, t> 324µs, where the trajectory matches (25) we
find that the resistive estimate Te(t) begins increase according
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Figure 28. PCS-16 lower bound estimate of electron temperature calculated from Spitzer resistivity inferred from the poloidal flux decay
rate for Zeff = 3 (purple trace). The red trace is the measured Te(t) from the AXUV diagnostic (filter ratio method). The black curve is a
power-law fit to the lower bound Te resulting in a heating exponent of ε= 0.68.

power-law heating formula Te(t) = Te0CϵR(t) with ϵ= 0.68±
0.05, until reaching 133eV just before a rapid loss of heat
at 410µs occurs (at CR = 1.59). Interpreting this heating as
due entirely to thermodynamic compression through the rela-
tion (3), this fitted value of ε= 0.68 and τC = 138.8µs would
correspond to τEe = 211µs. Note that this is an effective net
τE that indirectly includes Ohmic heating as a ‘negative loss’;
the conventional energy confinement time taking into account
the full energy balance will be a smaller number. Our MHD
simulations (section 5.2), with electron transport adjusted to
match the plasma current decay, exhibits a conventionally
defined confinement time τE ≈ 84µs, while the energy bal-
ance described for AXUV Te analysis in section 4.4 yielded
τEe ≈ 50µs. The approximately four times longer τEe from
ignoring non-compressional heating terms indicates that elec-
tron compressional heating power is roughly one quarter of the
total electron heating power, closely in agreement with direct
estimates of all terms (recall Pcomp, e was 1/4.4 of total power
calculated in section 4.4).

We also find it worthwhile to note the similarities and dif-
ferences between the time evolution of Spitzer estimate of
Te(t) and the AXUV-ratio measurement of Te(t). Both observe
a crash in temperature. However, the AXUVmeasurement has
a transient local maximum coincident with the crash of the res-
istive estimate at t= 410µs. It is possible that the resistive loss
of flux at that moment is driving increased Ohmic heating in
a small region that is being observed by the AXUV system.
There is also a noticeable difference the general trend of the
two signals, the AXUV starts falling after t= 360µs while the
resistive estimate keeps climbing. Although the AXUV meas-
urement is close to isothermal, there is possibly a small rise
of ∆Te = 14.5eV during the first 60µs which would yield a
heating exponent of ϵ= 0.40± 0.02, which is at least roughly

similar to the 0.68 of the resistive estimate. The temperature
from resistive flux decay is roughly half of the AXUV meas-
urement. These measurements could be reconciled by assum-
ing a very high Zeff > 7 for the resistive estimate, which is
highly unlikely due to physical considerations presented in
appendix G. However, the resistive estimate is a lower bound,
as discussed in appendix D. More plausible interpretations for
their discrepancy include the PCS-16 plasma current profile
being more centrally peaked than the VAC SR981 simulation.

Appendix E. Electron temperature lower bound
from neutron measurements

The observation of a decaying neutron yield in the multi-
shot aggregate allows us to put a lower bound on the pre-
compression electron temperature at the time of liner move.
The ion temperature will decay due to collisions with electrons
and due to transport losses, evolving according to

dTi
dt

=
Te −Ti
τeq

− Ti
τEi

. (41)

The equilibration rate due to electron-ion collisions is given
by (e.g. [71])

τ−1
eq =

nee4m
1/2
e lnΛ

3π (2π)1/2 ϵ20mi (kTe)
3/2

, (42)

where e is the elementary charge and ε0 is the permittivity
of free space. The Coulomb logarithm is lnΛ≈ 31+ lnTe −
0.5lnne with Te in electron volts and ne in particles per cubic
meter. For ne = 2× 1014 cm−3 and Te = 200eV the equilibra-
tion time is τeq = 693µs. The colder the electrons the faster
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the ions cool, because both the temperature difference and the
equilibration rate are larger. A lower bound on electron tem-
perature is obtained by assuming transport losses are negli-
gible and attributing all of the ion cooling to equilibration with
electrons. The steady exponential-like decay of the ion tem-
perature inferred from neutron yield data implies that we can
assume constant electron temperature and solve

−Ti
τ

=
Te −Ti
τeq (Te)

(43)

for Te, considering Ti as a fixed parameter. Assuming ne
in the range (1− 3)× 1014 cm−3 and fD ≡ nd/ne in the
range 0.7− 0.9, the neutron yield analysis gives us data
for ion temperature Ti and its decay rate τ on this range.
We find that the data is described by the power law that
has the same exponent in both aggregates (equal to the
exponent of temperature in the exponential of the reactiv-
ity (15) slightly renormalized by the algebraic prefactor). For
the high-density aggregate (τ/1ms)(Ti/1eV)0.36 ≈ 9 from
data on 516eV< Ti < 635eV. For the low-density aggreg-
ate (τ/1ms)(Ti/1eV)0.36 ≈ 12 from data on 604eV< Ti <
816eV. The power law is independent of fD. Assuming uni-
form probability density for ne and fD this data induces a distri-
bution for the lower bound temperature Tmin

e that we calculate
using a Monte Carlo method. Reporting the median temperat-
ure and full error bounds we have:

• For the high-density aggregate the lower bound is Tmin
e =

125+14
−16 eV

• For the low-density aggregate Tmin
e = 137+26

−28 eV.

The uncertainty in the lower bound comes from the range of
density used in the calculation; the fuel dilution ratio has little
influence. For a particular density ne = 1020m−3 the lower
bounds are well defined and separated, with Tmin

e ≈ 127eV
and Tmin

e ≈ 149eV for high-density and low-density aggreg-
ates, respectively. The calculated lower bounds are consistent
with the AXUV measured temperature for PCS-16 at the liner
move, Te(300µs) = 207± 10eV.

Appendix F. Ion thermalization

The ion–ion collision time τi that describes the time to estab-
lish a thermal distribution of ion velocities is given by [65]

τi =
12π3/2ϵ20m

1/2
i (kTi)

3/2

ni e4 lnΛi
(44)

with lnΛi = 30+ 1.5lnTi − 0.5lnni for Ti in eV and ni in
ions per m3. In the case of the PCS-16 experiment, tak-
ing ni = 2× 1014 cm−3 and Ti = 600eV (figure 18), we find
τi ≈ 130µs. This is less than the time since formation of
the plasma (300µs) and short compared to the temperature
decay time (τ ≈ 930µs for the high-density aggregate). Monte
Carlo analysis of the high-density aggregate data gives τi/τ =
0.09+0.14

−0.06. This lends support to our working assumption of a
thermalized ion population made in the neutron analysis.

Appendix G. Effective charge and fuel dilution

To interpret the experimental data it is helpful to have prob-
able values for the effective ion charge Zeff that determines the
plasma resistivity. This quantity is difficult to measure, and for
PCS-16 we have no direct measurement, but seems roughly
constrained by the observed resistive decay of the plasma to
be in the range Zeff ⪅ 3 by comparison to simulations based
on a Spitzer resistivity model (a neoclassical model would
require even lower Zeff to match the observations). Here we
provide further arguments to support this range. First of all,
we note that, by definition, 1⩽ ⟨Z⟩⩽ Zeff where ⟨Z⟩ is the
average ion charge. Also, if a plasma contains impurity ions
of maximum charge Zmax then Zeff < Zmax. Consider first the
case of an impurity like carbon. Simulation of the ionization
process shows that the time to approach coronal equilibrium
for carbon typically exceeds the duration of the experiment.
Assuming that impurity ions are no more ionized than they
would be in coronal equilibrium at Te = 200eV, we estim-
ate that Zmax ⪅ 7 for any impurity [72]. And actually having
Zeff ≈ Zmax would require an implausible plasma composition,
given the strong gettering effect of the lithium-coated walls.
An exception to this argument is lithium itself. However, if
the dominant impurity was Li+3 the plasma would have to
be nearly fully lithium to have Zeff = 3. For example, a dirty
plasma whose ions were 30% Li+3, 5% C+4 and 1% Al+9,
with the remainder being deuterons, would have ⟨Z⟩= 1.83
and Zeff = 2.70. Thus we assume that Zeff ⩽ 3. It is worth not-
ing that a significant lithium impurity concentration would
have a large effect on the fuel dilution factor for a given Zeff,
due to its low Z, giving fD = 0.35 in this dirty-plasma case. We
believe that this example is extreme. Therefore, for the purpose
of interpreting the neutron yieldwe assume that 0.7< fD < 0.9
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